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2 Florian Spelter

1 Abstract

Reinforcement Learning (RL) has been widely applied in diverse fields, including communica-
tion, and particularly military communication, where robustness of communication networks
is crucial due to high-security standards. To ensure secure and reliable connections, several RL-
based routing algorithms have been developed. This thesis evaluates the robustness of estab-
lished RL algorithms against external disturbances, with a specific focus on adversarial attacks,
and investigates their coping mechanisms. Additionally, the thesis explores the effects of natural
disturbances on these algorithms.
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3 Introduction

Reinforcement Learning (RL) algorithms have been widely used in mobile ad-hoc networks (MANETSs)
for the purpose of routing. Tactical Networks (TN) are MANETs employed in military operations,
where high levels of security and reliability are crucial, since the success of an operation and

the lives of soldiers may depend on the functioning of these communication networks. In addi-
tion, there has been a significant increase in the public use of MANETs in recent years due to the
growing prevalence of wireless networks in daily life. As a result, the safety and reliability of these
networks must be guaranteed in a variety of applications.

For decades, Reinforcement Learning (RL) has been used to provide solutions for routing in
mobile ad-hoc networks (MANETSs). These networks are often used in the context of military op-
erations and public applications, making security and reliability essential. To this end, numerous
approaches have been introduced to provide a secure and reliable path of communication. Re-
cent research, such as [1], has demonstrated that RL can be used to increase the security and
robustness of links in MANETs. However, as shown in [2], these RL approaches are not perfect,
and interference from outside can drastically decrease their performance. Adversarial attacks
are a potential source of interference, with the goal of reducing an RL agent’s performance by
perturbing its observation and causing the agent to take non-optimal actions.

Although [2] has demonstrated that adversarial attacks can reduce the performance of RL-
based routing algorithms, several important questions remain unanswered. In particular, it is
unclear whether the attacks succeeded because of a fundamental weakness in RL or if using a
different approach would yield different results. This thesis aims to address this question by
comparing multiple RL-based routing algorithms of varying complexity. Our goal is to deter-
mine whether additional security measures are necessary for providing a secure environment
or if selecting the appropriate algorithm for a given task is sufficient for achieving a robust and
secure routing solution.

The remainder of this thesis is structured as follows. Section |4|introduces and explains the
essential topics such as reinforcement learning, mobile ad-hoc networks (MANETS), their pa-
rameters, and tactical networks. In Section |5, we present the different algorithms evaluated in
this thesis and the approaches used to test their robustness. Additionally, we describe the en-
vironment used to train and evaluate the algorithms. Section [f] provides an in-depth analysis
of the algorithms performance, and we establish a baseline for performance comparison to ex-
plain our findings regarding adversarial attacks. Finally, in Section |7}, we summarize our results,
discuss ways to extend the research, and pose questions that require further investigation.

4 Background

In the following a summary of the most important terms regarding this thesis is provided. This
includes the most important elements of Reinforcement Learning mainly taken from [3], an ex-
planation of mobile ad-hoc networks and their rising significance and at last, the particularities
and expectations of tactical networks.
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4.1 Reinforcement Learning
4.1.1 Origin

As the name suggests, Reinforcement Learning has its origin in the theories of learning[3]]. Its
goal is for an agent, that can interact with an environment, to learn what action in a given situ-
ation leads to a maximal numerical reward. The typical interaction between an agent and the
environment is shown in Figure |1l Given a current state s the agent performs an action a in
the environment. As a return the agent receives a reward r and a new state s. The learning is
achieved by trying different actions in a given situation and receiving different rewards depend-
ing on the action taken, thus leading to the agent learning what action yields the highest reward.
This method is called learning by trial-and-error. The second major characteristic of Reinforce-
ment Learning is the future reward or delayed reward. This characteristic describes the need for
the learning agent to not only look at the best possible action in a given situation, but also to
anticipate what taking a certain action means for future rewards. One important distinction to
make when working with Reinforcement Learning is that RL is not supervised learning, which
is another very prominent approach in machine learning as a whole. While supervised learn-
ing uses labeled data to train an agent RL does not. RL forces the agent to learn from its own
experience and maximising the reward but not to learn a hidden pattern.

AGENT ENVIRONMENT
-State S €S

’ - Take action a € A

/_\

-wr - Get reward T
-New state s’ € S

Figure 1. General relationship between an RL agent and the environment

4.1.2 Exploration and Exploitation

Like already mentioned the agent learns via trial-and-error. But what happens when the agent
has found an action with a decent reward and assumes that this action is the best for a given sit-
uation and moves on without testing the remaining actions for their reward and this way maybe
missing out on even better solutions? This problem is mostly referred to as Exploration vs Ex-
ploitation and describes the dilemma of having the agent use its already existing knowledge to
achieve a reward but simultaneously trying out new things to increase the reward in the future.
To balance this is a very important task while working with RL and later on we introduce ways to
manage this.
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4.1.3 Examples

As addressed above already, RL aims to train an agent to achieve a goal in an uncertain envi-
ronment. This goal could be for a new born gazelle to learn how to run as soon as possible or
even an every day task like preparing breakfast can be broken down into a lot of different steps
or actions, like grabbing a spoon or pouring milk in a bowl, with each action leading closer to the
overall goal: preparing breakfast[3].

It’s easy to see that RL is applied and can be used in a lot of different settings. To emphasize
this a small selection of real life applications of RL are provided below:

* Healthcare: To bypass the long procedure of identifying the necessary treatment for a pa-
tient, RL has been used to speed up that process[4].

* Computer vision: RL can be used to identify the most specific location of a target in a
picture[5].

* Games: RL agents have been able to learn and play at the top level in one of the most com-
plex board games ever created, namely GO[6].

This small selection of examples offers a great variety of possible applications and problems that
can be solved via RL and shows the power and importance of it. But to actually apply RL to these
problems a lot of prerequisites have to be fulfilled.

4.1.4 Elements

The above Sections already introduced multiple elements necessary to use RL when tackling a
problem. One needs an agent to train, an environment for the agent to work in with an objec-
tive to achieve and a reward telling the agent whether his current course of action is leading him
towards his goal or not. Additionally there are three more elements of importance for RL men-
tioned in[3], namely the policy, the value function and the model.

The Policy of an agent returns an action for the agent to take, given the current situation,
meaning the state the agent is in. This state can consist of multiple different variables depending
on the environment the agent is in. It can be his current location or time spend doing something.
Depending on the complexity of the environment and the task this policy can either be a simple
table, but also very complex forms taking extensive computation to receive an action.

As already mentioned the reward is the feedback used to tell the agent whether his current
action is leading towards the goal or not. The agent receives a reward after every action and its
sole purpose is to maximise the overall reward received. This reward is then used to update the
policy, thus maybe leading to the agent choosing a different action with a higher reward the next
time he encounters this state.

The next element important for RL is the value function. In the beginning of this Section the
concept of a delayed reward has already been introduced. The task of the value function is to tell
what actions are good in the long run without focusing solely on the current situation and the
single reward received. A small real life example to further the understanding would be going
to work on a rainy day. While the action to go out in the rain and get wet may result in a lower
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Figure 2. A game of Tic-Tac-Toe from the point of view of X. The value of state s is -10 because

circle can win in the next action. The agent learning Tic-Tac-Toe would try to avoid reaching
state s if it plays as X but would try to reach state s if playing as circle.

reward then staying at home the overall result of going to work, keeping your job and earning
money would lead to a higher reward then staying at home. This would be the purpose of the
value function, to take these future states into account and create a numerical representation.
Another simple example of Tic-Tac-Toe is provided in Figure[2] The value of a state is the direct
product of it’s future states.

The last element of RL is the model. This element is not present in all applications of RL and
it mimics the behavior of the environment[3]. Models allow the prediction of results of the next
state and next reward, thus leading to better planning by knowing the results of actions not taken
before. Methods using the model to learn are called model-based methods. Else they are called
model-free.

4.1.5 History

Reinforcement learning has a long and rich history. It consists of three different threads that
existed independent of each other before coming together in the late 1980s and thus creating
our modern understanding of reinforcement learning[3], with the first thread being the already
introduced concept of trial and error learning. The second thread didn't have anything to do
with learning in the first place and was mostly concerned about optimal control and its solution
using value functions. Its goal was to design a controller that can either minimize or maximize a
measure of a dynamical system’s behavior[3]. But the third thread, namely temporal-difference-
learning, which is thoroughly explained in[4.1.9] tied these threads together and created RL as it’s
known now.
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4.1.6 Markov Decision Processes

Markov Decision Processes(MDPs) are a mathematically idealized form of the RL problem for
which precise theoretical statements can be made[3]. In an MDP the learner is called the agent
and everything else beside the agent is called the environment. The agent can interact with the
environment resulting in rewards. Figure[3|depicts the procedure in an MDP. The agent performs
an action a; in the environment according to the current state s;. The environment returns the
reward that the action produced and the new state s;+;, which is then fed to the agent again.
Each of these sequences take one time step, with the goal of the agent still being to maximize
the overall reward. While this thesis is only dealing with finite MDPs, meaning that after an finite
number of time steps an episode terminates, this doesn’t have to be the case in every application
and has to be considered thoroughly. One episode describes such a sequence or trajectory and
looks like this:

So, Ao, Ro, S1, A1, R2, S2,...8n, Any Ry, Spt (1)

For each sequence there is a probability function defining the dynamics of the MDP:
p(s ris,a) = PriS;=s",R;=r|S;_1=s,At—1=a} (2)

This function describes the probability at time step t of ending up in state s’ with the reward r if
the agent is in state s and takes action a at time step t-1. This function shows the flexibility of a

’_[ Agent ]
state reward action

Sr R t A

' s., | Environment |«

\

Figure 3. One sequence at time step t in a MDP from [3]]

MDP It is not forced to a strict environment or task but can be modified to one’s heart’s content.

Itis important to realise the fine distinction between the agent and the environment. In [3]] the
environment is defined as anything that cannot be changed arbitrarily by the agent. So instead
[3] introduces the concept of the agent-environment boundary which acts as a line of separation
between the two. This can be located in different places depending on the purpose.

As already mentioned the agent receives a reward in every time step. This reward depends on
the action the agent took in state s and the reward is directly linked to the overall goal the agent
is supposed to achieve, which means when implementing such a reward its important that the
reward depicts the goal in every time step. For example. when the goal is for an agent to do some-
thing as fast as possible, like running from a start point to an end point, the reward could always
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be -1 when doing an action and 100 when reaching the goal. This would lead to the agent learn-
ing the fastest way from the start to the end within as few time steps as possible. The concept of
an episode has already been established, however now this definition is going to be expanded by
adding a distinction between agent-environment actions that break into clear sequences called
episodic tasks, and the one’s where this break isn't clear called continuing tasks. For the above ex-
ample with the start and end point a clear break can be made. A terminal state is reached if either
the agent has reached the goal or after T time steps. In regards to our overall goal to maximize
the cumulative reward in the long run the return would look like

Gt:rt+1+rt+2+...+rT (3)

But this doesn’t work for continuing tasks because T may be co. To still be able to compute the
return G; a variable called the discount factor y is introduced in [3]. Its purpose is to reduce the
rewards that are far in the future. This leads to

(e.0)
2 k
Ge=Tenl +Y Teaz + Y Trag e = )Y ikl (4)
k=0
with 0 <y < 1. Depending on the chosen value for y the future rewards have a stronger or weaker
influence on the overall return.

With the return, the previously mentioned value function can now be defined as

o0

Vr(8) ZE;[G4S; = s] = [E[Z = )ferkHISt =s],forall se S (5)
k=0

,with 7 being the policy dictating the agents actions. This value function is also called the state-
value function for policy 7= because it only refers to the state s without taking the action the agent
takes into account. With regards to the action taken in state s the action-value function for policy
7 can now be defined as

o0
(s, @) ZEx[G/S; =5, Ac=al =E[Y. =y*r1ik411S: =5, A = al (6)
k=0

. The last important concept to introduce is the one of optimal policies and value functions. For
the previous example of some race from a starting point to the finish line, the optimal policy
would be the one policy which yields the highest return, thus being the policy that selects the
actions which lead the agent the fastest to the goal. Because the state-value function and action-
value function both depend on the policy, this simply leads to

Vs (8) = Maxy Ux(S) (7)
and
G+ (s, @) = Maxy G (s, a) (8)
with * denoting the optimal function.

These definitions leave room for one question at hand. How does one find and compute the
optimal policy for a given goal? One way of achieving this is via dynamic programming and Bell-
man Optimality Equations.
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4.1.7 Dynamic Programming

According to [3] the key idea of Dynamic Programming(DP) is the usage of value functions to
search for good policies. This is due to the fact that once an optimal value function has been
found that satisfies the Bellman optimality equation

V. (8) = maxg ) p(s',r1s,a)[r +yv()(s)] (9)
or y
gs(s,a) =Y p(s,rls,a)lr +ymaxy qu (s, a)] (10)

s'r
it can be used to compute the optimal policy. These Bellman equations can then be used as the

update rules for DP algorithms.
Finding the optimal policy consists of two steps. Policy evaluation followed by policy improve-

ment. In the first step the state-value is updated. To do this, the following Bellman equation

ve(s) =) m(als) ) p(s',rls,@)r +yva(sh], (11)
a sr
can be used to update the value function. The update rule looks like this
Vir1(8) =) _m(als) Y p(s',rls, a)r +yve_1(s))] (12)
a s',r

for every k > 1 and with vy being initialised randomly. This algorithm is called iterative policy
evaluation and updates the state value of each state by using its old value and the expected im-

mediate reward and all other one-step transitions possible under the policy[3].
After evaluating the policy the second step, policy improvement, is applied. Here a decisions

has to be made, whether to stick to the policy by choosing the actions a according to n(s) or if
another action is chosen according to 7'(s). One way to decide this is by comparing the state-
value function v, (s) to the action-value function gy, (s, 7’(s)). It is important to note that 7 and 7’
behave exactly the same except for state s. If

G (5,70 (5)) > v (8) (13)

the policy is simply adjusted to 7’ in state s. The question remains how to choose 7’. One way is
to choose greedy meaning
n'(s)=argmax,q,(s, a) (14)
These two steps combined are called policy iteration and it describes the process of increasing
the quality of our policy in every step like:

o=t vy =i . =, (15)

Because of the way the evaluation and improvement work its guaranteed that there is a strict
improvement over the previous policy in every step. But this method is limited by the interactions
between the two steps and the necessity for one step to finish for the other to begin. Generalized
policy iteration(GPI) is the general idea of letting the two steps interact with each other and is
used in almost all RL methods[3]. The general idea is that once the two steps stop producing

change a optimal policy and value function has been achieved.
Overall DP can be used to solve nowadays problems and solve MDPs with millions of states.

However one big downside of DP is that one needs complete knowledge over the environment
to utilize it. In the following, two methods requiring only experience, meaning sequences of
states, actions and rewards from actual or simulated interaction with an environment[3], are
introduced.
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4.1.8 Monte Carlo Methods

Monte Carlo(MC) methods learn by averaging sample returns over episodes. The value estima-
tion and policy are only changed once an episode is over. The approach is very similar to the
approach of DP. The only major difference is that MC methods aren’t computing value functions
from knowledge but from sample returns. Just like in DP this process can be divided in three
steps. First the computation of a value-functionv, and action-value function g, then policy im-
provement and finally combining those by GPI[3].

While in DP it was sufficient to estimate the state values this is not the case for MC due to
no knowledge over the model. Instead the action values have to be estimated. There are two
approaches for this. Either the every-visit MC method or the first-visit MC method. A visit of a
state s and action a occurs in an episode whenever state s is visited and action a is performed. Like
the name suggests the every-visit approach uses the average return for all visits as the estimation
value while the first-visit only takes the first visit into account when creating the average return
for an episode. But these approaches are missing one key point mentioned earlier, exploration. It
is important that all state-action pairs are encountered to make sure that an optimal policy can
be found. To ensure that a stochastic policy with a nonzero probability of selecting all actions
in each state has to be used. The two most important variants of this approach are On and Off-
policy methods. While On-policy methods only use one policy to evaluate and improve off-policy
methods use two different policies. One policy is used to generate data while a second policy is
improved. The policy that is being improved or learned is called the target policy. The policy
used to generate data is called the behavior policy.

4.1.9 Temporal-Difference Learning

This leads us to our final and most important idea for this thesis, Temporal-Difference(TD) learn-
ing. The key concept for TD is a combination of the two prior ideas. For once TD methods learn
directly from experience just like MC methods and, just like in DP, there is no need to wait for an
episode to finish to run the update step. For the most simple TD method the update

V(S) < V(S)+alRi1 +yYV(Se41) — V(S (16)

occurs in every transition from state S; to S;+;. The parameter «a is a constant that scales the
change made for V(S;). If a is close to 0 the update performed is minimal. If it's chosen bigger or
closeto 1 the size of the update depends alot more on the reward R, achieved and the difference
between the state-value of S;;; and S;. This part is also called the TD error. Now one question
may arise in what method is the best? It is obvious that both TD and MC are more well rounded
then DP because they do not require any knowledge over the environment to learn. But between
TD and MC no clear answer has yet been found. One big advantage of TD however is that in case
episodes take a lot of time to finish MC methods also take a lot of time to apply an update while
TD performs them immediately[3]).

But how do TD methods actually solve the control problem? To answer this question, in the
following two algorithms are thoroughly examined and as already stated it is important to find
a compromise between exploration and exploitation when applying a learning algorithm. This
is once again achieved by either of the two previously introduced ideas: On and Off-policy. The
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first algorithms is an example for an an On-policy approach, because these are often more simple
in their way of learning and can overall be seen as a mere special case of off-policy learning in
which the target and the behavior policy are the same. One example of an on-policy method is
the SARSA approach.

The name SARSA originates from the update rule
Q(St, A — Q(St, Ap) + a[Rps1 +yYQ(Sps1, Ars1) — Q(St, Ap)] (17)

that is very similar to the update rule introduced in the begging of this Section except it now uses
the action-value function instead of the state-value function. The reasoning behind that is the
same as in MC methods. One update step consists of the quintuple (S, Ay, Ry+1,S¢+1, Ar+1) and
thus resulting in the name SARSA. This is also a good moment to introduce the e-greedy policy
which is often used in SARSA. The main idea behind the e-greedy policy to ensure exploration
by defining an € that is both < 1 and > 0. When choosing an action to perform according to the
e-greedy policy, one picks action a according to

_ | max,Q(s,a) with probability 1-¢ (18)

rand(a) with probability e

, meaning that with a prbability of €, a random action a is performed, thus ensuring exploration.
As can be seen below in Algorithm |[1| SARSA utilizes the e-greedy policy twice. The algorithm

Algorithm 1 SARSA(on-policy TD control) from [3]

1: Algorithm parameters: step size a € (0,1], smalle > 0

2: Initialize Q(s,a), for all s € S*, a € A(s), arbitrarily except that Q(terminal,-)=0
3: for each episode do

4: Initialize S

5: Choose A from S using policy derived from Q (e.g. e-greedy)
6: for each step of episode do
7: Take action A, observe R, S’
8: Chose A’ from S’ using policy derived from Q(e.g. e-greedy)
9: Q(S,A) — Q(S, A) + a[R+7yQ(S', A") — Q(S, A)]
10: S—S§,A— Al
11: end for
12: end for

begins by initializing all action-values for all states s € S* and actions a € A(s) at random. The
only exception are the action-values of terminal states. After that the algorithms iterates over all
episodes by initializing S and choosing an action a according to the e-greedy policy. Afterwards
the actual training and updating of the action-values starts. For every step in the episode that
is currently being used, the prior chosen action a is performed. The environment then returns
a reward R and a new state S’ which is observed by the algorithm. Now all that is left to do to
utilize the update rule for SARSA[16} is to select the next action for the state S’ This is once again
achieved via the e-greedy policy. Then the action-value for state S and action A is updated. At
last the old state S and action A are updated to S’ and A’ respectively. Because the same policy
is used for the entire algorithm, SARSA is considered on-policy. It is also important to consider
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that while this thesis has its main focus on the e-greedy strategy, this doesn’t have to be the case
when using SARSA.

Now an example for an off-policy algorithm is going to be investigated. Q-Learning is one
of the most prominent RL. methods and this thesis is later on presenting several different algo-
rithms based on Q-Learning and their implementations. Q-Learning was developed in 1989[7]
by Watkins and is one of the big early breakthrough in RL[3]. The update rule for Q-learning is

Q(S1, Ap) — Q(St, A) + @[Rp1 +y-maxaQ(Si1,a) — Q(St, Ap] (19)

and the big difference to the SARSA update rule is in the TD error. The TD error no longer uses ac-
tion A;;; butinstead choose the action a greedy in state S;,;. One big advantage of Q-learning is
that the action-value function Q directly approximates q.. The overall procedure of Q-Learning
can be seen in Algorithm 2] Just like in SARSA, the algorithms begins by initializing the action-
value function for all states s and actions a arbitrarily with an exception, once again, for terminal
states. Afterwards Q-Learning iterates over all episodes and initialize a starting state s. But since
there is no longer the need for the action to be performed in the next step, because it is now
chosen greedy, only action a for state s has to be selected according to the e-greedy policy, After
performing the chosen action the update rule is immediately applied to update the correspond-
ing action-value.

Algorithm 2 Q-Learning(off-policy TD control) from [3]

1: Algorithm parameters: step size a € (0,1], smalle >0

2: Initialize Q(s,a), for all s € S*, a € A(s), arbitrarily except that Q(terminal,-)=0
3: for each episode do

4: Initialize S

5: for each step of episode do
6: Chose A from S using policy derived from Q(e.g., e-greedy)
7: Take action A, observe R,S’
8: Q(S, A) < Q(S, A) + a[R +ymaxaQ(S', A) — Q(S, A)]
9: S<§
10: end for
11: until S is terminal
12: end for

To get a better understanding of the different approaches in SARSA and Q-Learning and where
their strength and weaknesses are, [3] provides a simple problem and two agents that are trained
with either SARSA or Q-Learning and their results. The environment consists of a gridworld like
Figure[4] The goal for the agents is to go from the starting point S to the goal G. For every step they
take they get areward of - 1. If they walk into the cliff they get a reward of -100 and are put back to
the starting position. Now there are obviously several different paths to take, but the optimal path
that used as little steps as possible leads directly past the cliff. Because the actions are chosen by
an e-greedy policy, there is a chance to fall into the cliff if the agent is in a field directly next to
it. A second path would be the path that doesn’t walk along the cliff. The agent may take more
steps to reach the goal but has overall the lower probability to fall into the cliff. With an €=0.1 an
agent taught via Q-learning learns the optimal path and an agent using SARSA learns the safer
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path. But because of that, and Q-learning using an e-greedy policy the overall sum of rewards
shown in Figure[|are less for Q-learning because of the risk of falling into the cliff[3]. However in
case of e being gradually reduced both methods would converge towards the optimal policy. This
method of decreasing the epsilon over time is called epsilon decay. It’s a very useful extension of
the regular e-greedy policy because it keeps the exploration aspect but also introduces a way to
avoid the risk of an already trained agent to perform wrong actions at random. However, having
the € decay over time can become problematic if the environment changes and a new path has
to be found. This problem is going to be investigated as part of this thesis as well.

R=-1

Safer path

Optimal path

Figure 4. A gridworld with two paths from the start to the goal from [3]
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Figure 5. Rewards achieved per episode for 500 episodes from [3]]

This concludes the Section about RL and the different approaches possible. Before taking a
look at the different algorithms utilizing Q-Learning and the environment used to train on, one
more important subject of this thesis has to be introduced first to understand these fully.



Florian Spelter 15

4.2 Mobile Ad-Hoc Network

Wireless ad hoc networks or mobile ad-hoc networks(MANETS) are a specific form of wireless
communication networks that don’t rely on an infrastructure with a base station but instead con-
sists of an autonomous transitory association of mobile nodes that communicate with each other
over wireless links[8]. If a package is send from one of these nodes to another it travels across the
links. Additionally if the sending node and the receiving node aren’t directly linked other nodes
act as a router that relay the packet to its destination. As seen in Figure[flnodes can be all kind of
different devices mostly powered by battery. MANETs find use in all different kind of fields such
as Emergency services to organize search and rescue operations, at home to connect a handy to a
computer or even in tactical networks to ensure military communication in operations. The last
part is also the main focus of this thesis. Each node in the network can send a packet to another
node in the network and the time it takes for a package to arrive at it’s destination depends on
different parameters such as packet loss, data rate and queue length. Because of the increasing
importance of MANETs in every day life the stability and security of these networks have to be
a top priority while still maintaining a fast overall performance. To achieve this, different rout-
ing protocols have been published in regards to these problems. Later on an in depth look at
different routing algorithms and their approach to solving these problems is provided.

Figure 6. An example for an mobile ad-hoc network from [8] with different devices as nodes.

4.3 Tactical Networks

Tactical Networks are a special case of communication networks and refer to networks used for
military communication and operations. Because of this, the already high dependency on a safe
and stable connection is even more urgent than in every day scenarios due to the possibility that
the life of operators or the success of the mission depend on these networks to work even in the
most extreme circumstances. Furthermore, they not only have to be robust towards natural dis-
turbance but additionally towards influences by an attacker. There have been proposals to use RL
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to ensure the robustness of such networks in [1]], but also proof that at least some RL algorithms
are vulnerable towards attacks in [2]. In the following Section the environment simulating a tacti-
cal network and four different routing algorithms with the goal to be able to send packages from
a source to a destination node in this environment while still being able to handle any kind of
disturbance, are introduced. Additionally the different approaches to test their robustness are
explained thoroughly.

5 Methodology

5.1 Environment

The environment is based on the environment used in [2]. AMANET is being modeled as a edge-
weighted graph G:=(V,E) that consists of a set of nodes V and network links E. The weights on
the links are presented as a triple that consists of the parameters queue length ¢,., packet loss

I, and the data range d, with ¢, € {0.0,0.2,0.4,0.6,0.8,1.0} ,/, € {0.0,0.05,0.1,...,1} and 0.0 < d, <
9.6. The network conditions are simulated using data from experiments from [2]. With a way to
initialize the weights on the edges the agent’s goal is to be deployed at a source node S and to find
a way ¢ through the network to end up in the destination node T. To make sure that every node
is connected to all other nodes in some way a Barabdasi-Albert(BA) model is used to create the
network. This allows the modeling of the observation space as a combination of next neighbors
V; € V and the network parameters. Together they form the input for the RL agent as following:
Foreachedgee=(v;, v j) from the currentnode v; to anode v; the agentreceives the triple g, l¢, d,
for this specific edge.

The agent can either take a legal or an illegal action in each node v; with an illegal action being
the try to move to a node v; thatis not connected to v; or anode that is not a forward neighbor. A
node is considered a forward neighbor if the distance from it to the destination is shorter then the
distance from the current node. In Figure[7] an example graph is provided, where the green node
18 is the current position of the agent and the orange node 3 is the destination. An example for a
legal action would be node 13. To prevent the agent from learningillegal actions a strong negative
reward is returned if one is performed. This is to make sure the agent doesn’t try to hop to nodes
that he can’t get to. In case of a legal action the reward depends on the three network parameters
as seen in Equation [20|and if the destination is reached a reward of 100 is achieved. The three
weights wy, w, and w3 can be tuned according to the importance of the different parameters. For
this thesis the weights are initialized with 1, but can be modified if deemed necessary.

100, reached target node
r(@) =4 3 det 35 (1= (1 =le, )+ 5= -Eld,] (20)
-5, selecting an illegal action
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Figure 7. One example of a graph used to train the agents. The green node is the current
position of the agent and the red the target node.

5.2 Algorithms

In this Section the different algorithms used to train an agent in the environment with the main

focus being off-policy algorithms are introduced. A total of four different routing algorithms, that

are all related to Q-Learning, are investigated. First QRouting[9] which also acts as the founder

of RL based routing approaches using Q-Learning[10]. The second algorithm is CQRouting from

[11] which introduced confidence values. The last two algorithms are CQplus, which was pub-

lished in [12] and DeepCQplus published in [13]. Both are an extension of CQRouting and promise
more stability and robustness.

5.2.1 QRouting

QRouting was firstintroduced 1993 by [9]. It’s the first RL based algorithm that uses Q-learning[10].
Just like Q-learning, Qrouting uses a Q-function and Q-values to determine which actions to take.
The state is given by the current node of the agent i and the node the agent wants to deliver a
package to called d. The Q-value is denoted as Q;(d, j) with j being the next node the agent sends
the package to. After the node j has been selected and the action performed to get there, node j
returns an estimate for the remaining time to reach the destination

0;(d)= min Q;(d,k 21
j(d) kgn]\]{gr(lj)Q]( ) (21)

with Ng(j) being a list of all neighbor nodes of j. The update rule for QRouting is
Qild,j)=1-a)-Qi(d,))+a-(qt;+TxT;j+v0;(d)) (22)
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with a being the learning rate, qf; the queue length and TxT; ; being the link cost. For our case
this would be the data rate and the packet loss from node i to node j. Additionally a discount
factor y can be used to increase or decrease the impact of the estimate. To ensure exploration
the previously introduced e-greedy policy is utilized as well when choosing an action. The € is
initialized with 0.2 and is slowly decaying over the training period. It's important to note that
Equation|21juses the minimum instead of the maximum Q-value unlike regular Q-learning. This
is due to the fact that the goal is to find the fastest path through the network and higher link costs
lead to higher Q-values. Algorithm 3|provides a detailed explanation of QRouting. It’s easy to see
that the Q-Values can be stored as a 3 dimensional list. The Q-Values are calculated according
to Equation[21]and[22] The updates are performed as long as the termination condition isn’t hit.
The condition threshold can be something like a reward threshold over the last n episodes that
has to be reached.

Algorithm 3 QRouting from [10]

1: Q;(*,) is the Q-value matrix of node i.
2: 1-Q; matrix may be randomly initialized.
3: while Termination condition not hit do

4: if Packet to send is ready then:
5: Select next hop j according to e-greedy policy
6: Send packet to node j
7: Node i immediately gets back j’s estimate for the time remain-
ing in the trip to destination d calculated by Equation
8: Node i updates its delivery delay estimate using Equation
9: end if
10: Repeat until Termination condition

11: end while

5.2.2 CQRouting

Confidence-based QRouting or CQRouting is an extension of QRouting. The main idea being the
addition of a second parameter for the Q-Values called confidence value(C-Value)[11]. Every Q-
Value is associated with a C-Value between 0 and 1 with 1 representing maximum confidence in
the corresponding Q-Value. Just like in QRouting, the Q-Values are randomly initialized and the
C-Values are 0 for all C-Values except C(y,y). In this case the C-Values are always 1. The update
rule for CQRouting is given by

AQx(y,d) =n(Coy14, Cest)(Qy(z, d) + qy~+ 6-Q:(y,d) (23)

with C,s; being the C-Value to the Q-Value from Equation The only new addition is the
1(Co1a, Cest ) part. It fulfills the same purpose as the learning rate a in QRouting and it is cho-
sen based on:

e Confidence in the old Q-Value is low or

* Confidence in the estimated Q-Value is high
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One way to achieve that proposed in [11] is
U(Cold; Cest) = max(Cest, 1 — Co1a) (24)

. All C-Values get updated in every step except in the case mentioned above. There are 2 cases
regarding the intensity of the upgrade namely:

e If the Q-Value of the corresponding C-Value has not been updated in the last time step the
C-Values decay by some constant y € (0,1)

e Ifthe Q-Valueis updated then the corresponding C-Value is updated based on the C-Values
corresponding to the Q-Values used in the Q-Value update

The update rule for the C-Values is

(25)

Co = ACo1a First case
v Cota +M(Copa, Cest)(Cest — Co1a)  Second case

and in the second case the update uses the old C-Value and adds Equation [24|multiplied by the
difference between the estimated C-Value and the old C-Value. The 1 used in Equation[25]is the
same as in the update rule for the Q-Values and depending on its size the estimate plays a larger
or smaller part in the overall update. Just like QRouting, CQRouting is using an e-greedy policy
to ensure exploration. Due to the addition of the C-Values it is to be expected that a stable route
is found faster than regular QRouting, while also being more certain that the found path is stable
and thus making CQRouting a more stable algorithm than his predecessor.

5.2.3 CQplus

CQplus takes the concept of CQRouting and adds an additional approach to tackle the problem of
frequent topology changes in tactical networks which is not regarded in classical CQRouting [12].
The solution for this problem provided by CQplus is a combination of RL as in CQRouting and
an Adaptive Routing framework which determines whether the connection to the destination
node is stable. If the connection is stable one can simply proceed as in CQRouting, meaning the
shortest path is selected via Q-Values. This process is referred to as unicast and it describes the
straight delivery of packages in a network from one node to another. In the case of an unstable
network the packages are instead broadcast. Broadcasting describes the flooding of the network
with the package that is to be delivered to make sure it arrives at it’s destination. One can easily
see that this idea is an improvement to robustness due to visiting more nodes and thus more
exploration of the network. This approach is also referred to as Smart Robust Routing(SRR) in
literature. Additionally the estimate from Equation [21}is now called ACK, due to this being the
term used in more recent publications. A normal interaction between two nodes is displayed in
Figure[8] First a package is sent from a node to a neighbor node. Once the package is received the
neighbor node returns an ACK package which contains information. To be more precise, these
ACK packages inform about the amount of hops it still takes to reach the destination node from
the respective node and the delay. It’s also important to note that the update rule for the C-Values
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X RX

C=C(1-y) PKT

ACK(R)
C=C+yR

Figure 8. Interaction between two nodes. A package in send to a node and as a return it receives
ACK[12]

(1-yCid,j) if transmission fails

. (26)
(1-y)CHd, j)+yClx else

cMl(d, j) = {

has been slightly adjusted in [12] in contrast to [11]. To determine whether to unicast or broad-
cast, first the next node has to be determined using

Jj* =argminQ;(d, (1~ C;(d, ) (27)
]

. To decide whether to act according to Equation [27|and go to node j* or instead broadcast a
probabilistic choice is made by

pp=€+(1-e)1-Cid, ") (28)

with € acting almost the same as in the previously introduced e-greedy policy by making sure that
the probability of broadcast being non zero even for a C-Value of 1. This allows for additional
exploration. Due to the way broadcast works, packages can theoretically loop between nodes.
To prevent this CQplus uses a duplicate packet detection(DPD) to prevent this from happening.
In case of this happening the looping package is dropped as shown in Algorithm 4 However,
due to the way the environment used in this thesis operates, package duplication is not possible
and is therefore not regarded in the results Section. Overall CQplus is a clear improvement over
regular CQRouting as it provides a solution for a very common problem in tactical networks. This
should lead to a more robust agent, whether the agent has to deal with normal causes of unstable
tactical networks or influence from third parties. It is to be expected that, compared to the prior
introduced algorithms, the ability to broadcast should lead to a faster learning of the network by
CQplus. Due to the choice to tie the decision whether to broadcast or unicast to the respective
C-Value of the current state it is to be expected that there is a lot of traffic in the beginning of the
training.
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Algorithm 4 CQplus from [12]

1: Receive incoming packet at node i
2: if Packet is ACK then
3: Collect Cxck, Qack, d,j
Update Q-Value
Update C-Values
else
if Packet traversed a loop then
Drop Packet;
end if
10: Select j*
11: Send ACK
12: if Copy already forwarded then

13: Drop package

14: end if

15: if node i is destination then

16: Send Upstream

17: end if

18: pp=>€c+(1-e)Ci(d,j*)

19: if Broadcast(pp then

20: nexthop=every node in neighborhood
21: for j € Neighborhood do

22: update C;(d, j)

23: end for

24: else

25: nexthop=node according to action a
26: update C-Value forC;(d, j)

27: end if

28: Forward packet to nexthop

29: end if

5.2.4 DeepCQplus

At last [13] introduced yet another extension of QRouting and to be more specific of CQplus.
The authors propose a different approach to the switching decision used in CQplus by utilizing
multi-agent deep reinforcement learning(MADRL). According to [13] this leads to a robust agent
that can even be deployed in scenarios with different sizes,traffic profiles and mobility patterns
they haven’'t encountered during their training unlike their predecessors. The Deep Neural Net-
work’s(DNN) input features for a node i consist of two lists ¢g,(i) and ¢, (i) with

ql(i) = [qt(i) il)) ql’(i) i2);---,Qt(i;iK)] (29)
and respectively
C[(i) = [Ct(i) i]_),C[(i,iZ),...,Ct(i,iK)] (30)

. These lists are ordered with respect to Equation [21) and each consist of K elements with the
first element being the Q- and C-Value of the node i; that minimizes Equation 21} Additionally
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the input feature of the DNN include Ac, (i) = ¢;(i) — ¢;—1(i) and Aq,(i) = q;(i) — q;-1 (i) with both
being the difference in Q- and C-Values from time step t-1 to t. The last two element of the input
are the previous action a;_;(j) performed in some node j and p;_; (i), indicating whether the
received package is the result of unicast or broadcast. All these element together form the input

0¢(0) = [c (D), he (DA (D) AN (D), ar-1(J), pr-1(D)] (31)

The reward function presented in [13] is

Nack

re=wilp—welz—ws (32)

with 1p being the reward for packet delivery. This value depends on the contribution of nodeiin
reaching the destination. 1 is a penalty applied when a node i send a package but didn’t receive
an ACK package. The last value is the amount of ACK packages received after N packages have
been send from node i. Once the destination is reached from a node, this node receives a Cacg
of 1 and a Qack of 0 from the destination node. Algorithm [5|shows the process of DeepCQplus.
As mentioned above the major difference between CQplus and DeepCQplus lies in the last if
statement where the DNN policy is used to choose between broadcast and unicast. It is to be
exptected that due to having an intelligent decision making that the swap between the two should
lead to an overall robuster algorithm that produces less traffic in the network.

5.3 Attacks

As already mentioned the reward indicates the performance of an agent in the environment. A
high reward is achieved if an optimal path through the network is chosen. The goal of an adver-
sarial is to reduce the overall reward, thus making the agent choose a non optimal action. Now
follows a closer look at three different type of attacks, the naive and the gradient attack taken
from [14] and the adversarial policy attack from [15], their strategy to achieve this goal and also
the introduction of two different types of attack timings. All three attacks are adversarial attacks,
meaning they aim to perturb the observation of the victim agent to force him to make wrong
decisions. Figure[9|provides an example from [16] that shows two different adversarial attacks
attacking a game of pong. In the first case the action taken by the victim would be down to block
the ball, but due to the perturbed observation it receives, the agent instead doesn't act at all lead-
ing to conceding points and hence to a lower reward. In the second case the perturbed observa-
tion shows the ball to be at another position, therefore leading the agent to take the wrong action
by moving downwards instead of upwards. This small example highlights the strength of these
adversarial attack and the harm they can cause. These adversarial samples that lead the victim to
choose non-optimal actions are crafted by applying a perturbation 4 to the original observation.
The way this 6 is crafted is the main difference between the three attacks. It is important to note
that a simple perturbation of the list of neighbors, to force the agent to make wrong decisions,
won't take place, but instead the focus is on the quality parameters introduced earlier by adding
the perturbation ¢ to these.
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Algorithm 5 DeepCQplus from [13]

1: Receive incoming packet at node i
2: if Packet is ACK then
3: Update Q-and C-Values

4: else

5 if Packet traversed a loop then

6 Drop Packet;

7 end if

8 Select j*

o: Send ACK
10: if packet is already in queue then
11: Find best nexthop j* from 27
12: Compute Cacx and Qack
13: Drop packet but return ACK
14: end if
15: if packet is not duplicate then
16: Add packet to queue
17: else
18: Do not add packet to queue
19: end if
20: end if

21: if ACK packet is not received then

22: Do not update Q- and C-Value

23: end if

24: if Queue is not empty then

25: Form the input to the DNN policy by using Equation 29 and 30
26: DeepCQplus routing: choose

Broadcast with probability mg(a = 1|0 0)
Unicast with probability g (a = 0|0 0)

27: end if

5.3.1 Naive Attack

The first attack used in this thesis is the naive attack or naive approach and, as the name suggests
it is the most basic of the three. The ¢ is chosen by drawing n samples from a §-distribution
resulting in n; (with 1 < i < n). As seen in Algorithm[6|the § distribution receives an @ and a  as
input. For this thesis both are always 1. After sampling the noise one can then calculate 6;

8;:=€-2(n;—0.5) (33)

and add it to the current state s. Now a,gq, is calculated, as is shown in Algorithm [6|line 6. The
target is then fed this new action to see whether the resulting Q-Value is worse then g*, the action
chosen by the target without the attack. Formula[34] depicts this progress. The reason for trying
to increase the Q-Value instead of minimizing it like it’s done in [17] and [14] is due to the fact
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action taken: down action taken: noop
ariginal input adversarial input

argmaxV . J(#, r, y);
action taken: up i action taken: down
ariginal input adversarial input

Figure 9. Two attacks performed on a victim. In both cases the perturbation leads the agent to
make a wrong decision but depending on the perturbation and attack the agent chooses
different actions. Taken from

that the goal in QRouting is to minimize the Q-Values. Hence choosing a perturbation that leads
to the biggest increase in the Q-Value reduces the performance the most. The n used to indicate
the amount of times noise is sampled is always 10 for the experiments and the € used to scale the
noise is always 0.35.

0 =argmaxs,1<i<nQ(s+0;,m(s+8;)) (34)

5.3.2 Gradient Attack

The gradient attack can be seen as an extension of the naive attack and, as the name suggests,
utilizes the gradient of the observation. One major flaw of the naive approach is that there is a
small possibility that the §; modifies the Q-value to be even higher for the best action[2]. The
gradient approach however bypasses this possibility by multiplying the direction of the gradient
of an objective function to the absolute value of the perturbation, thus not only making the best
action less likely but also making the worst possible action more probable[2]. Essential for this
approach to work is the possibility to convert all Q-Values into a conditional probability mass
function by passing them through a softmaxlayer. This turns the Q-values into a stochastic policy
n* (als) which is used in the objective function

J(s,m*)==> nilogn; (35)

i=1
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Algorithm 6 Naive attack from [14]

1: NAIVE(Q!“"8¢",Q, s,¢,n, a, )
2: a* =argminQ(s,a),q* = mgnQ“”get(s, a)
a

3: fori=1:ndo
4: n; = beta(a, p)

5: si=8+€:2-(n; —0.5)
6: Agqy = argmin Q(s;, a)
a
target _ t t
7 Q.iw =9 arset(s, agay)
) . target %
8: ifQ . zmqrgetthen
. * __
9: Q" = Qadv
10: Sadv = Si
11: end if
12: end for

13: return s;;,

with i being all actions in state s, 7} being the probability mass function and n;=P(a;) being 1 if
action i is the worst action for an adversarial probability distribution P(a;) and 0 for every other
action. The perturbation is then calculated by dividing the gradient of the object function by its
Ly norm and multiplying it by the noise from the naive approach

5i:€'2(ni—0.5)M (36)
AT (s, )|

This process is also depicted in Algorithm[7] Just like in the naive approach, € is 0.35,n=10 and
a or f are 1. The same reasoning as before can also be applied to the adjustments made to [14]]
and [17] by once again maximizing the Q-Value instead of minimizing it.

5.3.3 Adversarial Policy

The third attack that is going to be performed is the adversarial policy attack. Instead of crafting
the perturbed state by sampling some noise, an RL agent is trained to craft the perturbed state.
The agent is using proximal policy optimization(PPO)[18] and is trained on the same environ-
ment as the victim model. Like any other agent its task is to maximize the reward. The reward is
the highest when the action performed by the victim model yields the lowest reward. To achieve
this, one way is to simply invert the reward achieved by the victim after receiving the perturbed
observation from the adversarial policy agent. This inverted reward can then be returned to the

training agent to measure the success of its attack.
While all three attacks have the same goal, they all have different approaches and different

amount of knowledge to utilize in their attack. The naive attack and the adversarial policy are
both black box attacks due to not having any knowledge about the victim’s properties. The gradi-
ent approach however has complete knowledge of the victim and uses this in its attack. Later on
the question already asked in [2], whether this additional knowledge leads to a stronger attack
overall is thoroughly investigated. As seen in Figure the last thing left to do to perform an
adversarial attack is determining the attack timing. This can be achieved in numerous way. This
thesis is focusing on two such attack timings, namely the uniform attack and the strategically-
timed attack.
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Algorithm 7 Gradient attack from [14]

1: GRAD(Q'*8¢!,Q, s,¢,n,a, )
a* = argminQ(s, a), g* = m;an’get(s, a)
a

r

3: 1* = softmax(Q'48e!
4: grad=AJ(s,*))
. . grad
5: gm‘d_dzr = Neradl
6: fori=1:ndo
7: n; = beta(a, p)
8: si=s+€-2-(n;—0.5)-grad_dir
9: Agqy = argmin Q(s;, a)
a
target
10: Qadvg = Qtarget(s, aadv)
. . target %
11: ifQ_,, chlgetthen
. *
12: Q" =Q,,,
13: Sadv = Si
14: end if
15: end for

16: return S;;,
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Figure 10. A general sequence of an adversarial attack. Given a state s the first decision to be
made is whether the attack timing is right. If yes, the adversarial sample is crafted and the

perturbed state s’ is fed to the victim agent from [2].

5.3.4 Uniform Attack and Strategically-Timed Attack

The first thing that comes to mind when theorizing about attack patterns would be to attack in
every time step to make sure that as many wrong actions as possible can be caused for the victim
agent. This idea is called the uniform attack and it acts as a baseline to attack timings. But this
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approach contradicts the overall goal to be as stealthy as possible while attacking. To solve this
problem the second approach that is utilized is the strategically-timed attack. This attack aims to
only perform attacks in important and critical states. To determine a critical state one approach
would be to take the best action a* and the worst possible action a,, of a state s and compare
them to each other. This difference can be expressed in a function c(s) and if its result is bigger
than a given threshold g the attack is performed. Because all the algorithms use Q-Values, it
allows to simply calculate c(s) using

c(s) = mgle(s, a) — main Q(s,a) = Q(s,a™) — Q(s, ay) (37)
and for a given g this leads to
attack = L ifels)>p (38)
0 else.

5.4 Natural Events

This thesis isn’'t only investigating adversarial attacks but instead tries to test the robustness of
the algorithms against a natural cause as well. The last approach to test the robustness of the
RL algorithms is edge or node removal. This describes the sudden disconnect of one node from
the network. This can happen especially in tactical networks due to the extreme natural circum-
stances they may have to deal with. To simulate these scenarios a random edge or node is re-
moved from the network after the RL algorithm has been training for some time already. The
most interesting case for this thesis is when the edge that is removed is also the edge currently
used by the RL algorithm to solve the path finding problem. This is why the main focus is on this
in the following results Section.

6 Results

In this Section the different outside influences, namely adversarial attacks and edge removal, are
interacting with the different algorithms to test their robustness. All the tests are performed on
the previously introduced environment.

6.1 Baseline

First a baseline has to be set that is used to compare the different algorithms. Figure[I1|shows the
average rewards achieved over 60 time steps by the four RL algorithms. For Q- and CQRouting e
is set to be 0.2. The biggest stand out of the four is DeepCQplus routing which jumps directly to
an average reward of 103. On the other hand, CQplus starts with the lowest average rewards at
-143 but takes only 15 time steps reach a reward of over 100 as well and even manages to outper-
form DeepCQplus. The same can be said about CQRouting which has the same mean reward as
CQplus after 34 time steps. The worst performing algorithm is QRouting which takes more than
40 time steps to reach approximately the same reward as the other two. Additionally the standard
deviation(SD) of the four algorithms is provided in Figure The lowest SD has DeepCQplus,
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Figure 11. The mean reward and SD of the four algorithms over 60 time steps

which was to be expected, considering its performance regarding the mean reward. The other
three show comparable behavior in their SDs for the first 20 time steps. This window aligns with
their mean reward because, after about the same number of time steps they reach an average
reward of 100, their SD becomes 0 or close to 0. The very low SD of the different algorithms leads
to the conclusion that after a certain amount of time steps all algorithms learn to route a package
from the source to the target node without performing a lot or even any illegal actions.
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Figure 12. Amount of Unicast and Broadcast performed by CQplus and DeepCQplus.

In Figure the behavior of CQplus and DeepCQplus is shown with a special focus on the
comparison of unicast and broadcast performed by each algorithm. The most outstanding ob-
servation is that CQplus performs significantly more broadcasts than DeepCQplus with an all
time high of 28. The extensive use of broadcast lasts for 17 time steps at which point unicast
is the primary form of communication. The DNN policy of DeepCQplus seems to learn to only
broadcasts in the first few time steps and even then just a small amount. Afterwards it immedi-
ately stops broadcasting after reaching an average reward of 103 and proceeds to only unicast for
the remaining duration of the training. This also seems to be the reason behind the large differ-
ence in performance, especially in the early time steps between CQplus and DeepCQplus. The
reason for the extensive use of broadcast in case of CQplus is that it takes some time for the C-
Values to be adjusted and to be closer to 1, hence leading to a higher probability of broadcasts in
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the early period of learning. However, the additional use of broadcasts in the beginning enables
CQplus to explore the network more thoroughly, therefore leading to the difference in the mean
reward shown in Figure[I1] The decision by the DNN policy of DeepCQplus to perform the im-
mediate swap from broadcast to unicast after finding one path and to no longer explore different
options may be caused by the environments way of rewarding. The environment rewards find-
ing the destination with 100 and all other steps leading to it with way smaller rewards. Modifying
the environment to reward more exploration higher may lead to different decision making by the
agent and to overall different results.

6.2 Naive and Gradient Attack

For now the main attack strategy is the uniform attack. Figure [13|shows the average rewards
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Figure 13. Average rewards of the 4 algorithms while being attacked by the naive and gradient
attack in 60 time steps and their SD.
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achieved by the 4 algorithms while being attacked by the naive and the gradient attack respec-
tively. The experiments were performed on an already training agent to simulate a natural en-
vironment. The parameters of the different attacks are stated as above, with € = 0.35 and n=10.
There are two major conclusions that can be drawn from these experiments. On one hand, that
CQplus and DeepCQplus do not seem to be affected by the two attacks at all. This is due to the
way the two algorithms calculate their Q- and C-Values. While adversarial attacks only perturb
the observation, more specific only some parameters of the observation like queue length or
packet loss, CQplus and DeepCQplus don’t use these information to calculate their Q- and C-
Values. The only arguments taken from the observation are the current position of the agent and
the target node, which are not affected by the attack. It has been shown in Figure[I1]that in case of
DeepCQplus this additional protection against adversarial attacks is only punished in a slightly
lower mean reward. For CQplus there is no downside at all. Hence both algorithms appear to be
incredible useful when dealing with this type of attack.

For CQRouting the naive approach seems to only have a very small impact in the beginning
of the attack but after only 10 time steps the average reward of the agent is back to about 100.
While this result is still slightly worse compared to the baseline, it is safe to say that CQRouting
manages to cope with the naive attack, especially compared to its predecessor in QRouting. The
opposite can be said when CQRouting is attacked by the gradient approach. Q- and CQRouting
seem to perform very similar with both achieving an average reward of below -100 after a few
time steps. Figure|13|also shows the SD for the algorithms while being attacked by the naive at-
tack in[13c|and by the gradient attack in[I3d|respectively. There are two interesting points to me
made here. Firstly, that the SD for CQRouting is almost 0 for the naive attack, strengthening the
assumption that CQRouting can almost completely overcome it. Secondly, that while QRouting
has a rather high SD for the naive attack, the SD for the gradient attack is quite low except some
occasional outliers. A possible explanation for this behavior is that the additional knowledge
utilized by the gradient attack leaves no room for the QRouting agent to learn at all. Instead he
performs constantly illegal actions except for some rare cases. This explanation is back upped by
the mean reward of the gradient attack for QRouting, which shows way less variance compared
to the naive attack. In Figure[14]a comparison between an undisturbed CQRouting agent and a
CQRouting agent being attacked by the gradient attack is provided. Here one can see that while
the baseline finds a straight way to the destination node with as little time steps as possible, the
same agent struggles severely when attacked by the gradient attack. In this case the agent tries to
move to random nodes in the graph, often making illegal actions, like trying to move to node 14
from node 0, leading to a very low reward. After 18 time steps the episode terminates without the
agent reaching the destination node, therefore resulting in an overall reward of about -100. These
investigations lead to the conclusion that the results for CQRouting are very similar to the results
of [2] and that the additional knowledge of the gradient attack is sufficient to perform a very ef-
fective attack. Additionally the advantage of the C-Value can be seen by comparing CQRouting
and QRouting. The most important result of this Section however, is that both CQplus and Deep-
CQplus are not affected by the attacks at all, thus making them an excellent option when trying
to handle adversarial attacks.

6.3 Adversarial Policy

The last attack investigated in this thesis is the adversarial policy approach. It has already been
discussed that both CQplus and DeepCQplus are not affected by adversarial attacks. Hence the
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Figure 14. Figure shows a CQ agent without any interference after 30 time steps of training.
The blue nodes are nodes that the agent tried to reach. Figure[I4b|shows a CQ agent attacked by
the gradient attack.

main focus is on Q - and CQRouting. Figure shows the performance of the two algorithms.
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Figure 15. Average rewards of QRouting and CQRouting while being attacked by the adversarial
policy in 500 time steps and their SD

The parameters are the same as for the previous Section with € = 0.2 and n=10. Again QRouting
performs very poor,averaging a reward of -120. CQRouting starts off at about the same mean re-
ward but steadily improves for the first 90 episodes and ends up at a mean reward of -40. While
this can still be seen as an overall bad result CQRouting shows significant more robustness com-
pared to regular QRouting.

Another interesting observation can be made in Figure[15b| The Figure shows once again the
SD of the two algorithms. This time around tho, QRouting has a smaller SD than CQRouting
with the SD of CQRouting increasing relative to the the mean rewards achieved, while QRouting
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has occasional outliers that surpass the SD of CQRouting, but mostly averages a SD of about 5.
This behavior is comparable to that of QRouting being attacked by the gradient attack. Overall
this Section once again strengthens the assumptions in [2], that depending on the knowledge
available to the attack the effectiveness differs. Also the results of the experiments so far lead to
the conclusion that the addition of the confidence value increases the robustness of an algorithm
towards adversarial attacks.

6.4 Strategically-Timed Attack

Up until now this thesis only utilized the uniform attack strategy, meaning an attack is performed
in every single time step. Since it’s in the best interest of the attacks to be as stealthy as possible,
to be able to attack for as long as possible, the strategical-timed attack strategy offers a simple
way to ensure this. In Figure[l6la comparison between 12 different f values is given. There can be
seen that the performance of some of the attacks vary very strongly depending on the chosen f.
Due to our previous investigation it is already known that the f doesn’t matter for the naive attack
against CQRouting and Figure[16|confirms this. This is due to the fact that the uniform attack is a
special case of the strategically-timed attack with § = 0. Another interesting observation is that
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for B = 0.99 none of the attacks manage to have success but with the slight decrease to 0.98 and
0.97 respectively, the gradient approach manages to attack successfully, further strengthening
the assumption that more knowledge leads to better results while also showing that CQRouting is
slightly more robust than QRout