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Figure 1 Metamorphosis I by M.C. Escher (May 1937)

Only those who attempt the absurd will achieve the impossible.
I think it’s in my basement... let me go upstairs and check.

M.C. ESCHER (1898-1972)
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Abstract

Tactical Communication Systems (TSs) are used to support military forces by facili-
tating command and control during military operations. Typically, these systems are
organized into several layers equipped with cross-layer control mechanisms to handle
independent changes from both ever-changing network conditions (Problem B) and
user data-flows (Problem A). Compared to highly qualified military personnel, who
have passed years of hardest military training, there is no such methodology for
TSs giving quantitative evidence suggesting that these mechanisms can withstand
ever-changing communication scenarios. Meaning that the system can handle the
user data flow, given the circumstances arising from ever-changing tactical situations
and environmental conditions on the battlefield (Problem A|B). Therefore, this the-
sis aims to resolve these problems by introducing three stochastic models ModelB,
ModelB∗ , and ModelA|B, starting with Problem B first and solving Problem A|B
afterwards. ModelB quantizes the network conditions using a discrete set of states
representing the radio modulations supported by tactical radios, thus defining the
distribution of changes in the link data rate. The state updates are modeled by a
combination of probability distributions defining an in-homogeneous Markov Chain
(MC). As a result, the first model establishes a mechanism to generate communi-
cation scenarios with varying complexity in a consistent, repeatable and compliant
way. In addition, we extend the the Markov ModelB by replacing the transforma-
tion functions compositing patterns of data rate changes to communication scenarios
by Wasserstein barycentric interpolation to guarantee smooth transitions between
patterns by solving the problem of Optimal Transport (OT). As a result, we can
transform ModelB to a Markov Decision Process (MDP), where the state space is
defined by the cross-distributions resulting from barycentric interpolation between a
predefined set of probability distributions. This is a significant improvement, since
the reward function of the MDP allows to include system feedback to the model-
ing process and enables to change the distribution of data rate changes before an
experiment is executed. Moreover, we can combine the MDP with an intelligent
agent, automating the experiment generation process by learning the distribution
for the Time to Resume IP Data Flows (TtR) after unplanned link disconnections,
thus defining ModelB∗ . Finally, this thesis introduces a stochastic uncertainty model
ModelA|B to measure and improve the system’s robustness by maximizing the proba-
bility of message delivery by proactively adding redundancy. To this end, the model
computes the probability of packet/message delivery using cross-layer information
within a modern TS with interfaces to the radio, router, message queue, and prox-
y/gateway. Even though, the model is evaluated within the Tactical Network (TN)
domain, it is constructed in a general manner, meaning that it can be applied to
arbitrary networks having an IP and message layer, thus improving the reliability
of the underlying transport protocols.
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1
Introduction

The problems addressed in this thesis come from TNs composed of unreliable radio
links supporting network-centric Command and Control (C2) services within mobile
nodes (e.g. vehicles, dismounted soldiers, unmanned vehicles, and so on). Under
the circumstances being due to the military environment to which these networks
are deployed, communication scenarios at the edge of TNs are exposed to several
sources of randomness [45]. For example, the sources of randomness are node mo-
bility, type of terrain, physical obstacles, weather conditions, radio jamming by an
active adversary, physical/cyber attacks, and many more. These random changes
considerably affect the robustness of the TS. Nevertheless, TSs need to guarantee re-
liable communication in scenarios with both user data-flows and network conditions
changing independently, also called ever-changing communication scenarios [41, 66].
Given the wide range of military operations, it is challenging to design TSs that
can thrive these communication scenarios, also including unplanned link disconnec-
tions, which are the worst-case scenario, because the TS should pause the message
exchange waiting until the radio link is reestablished or a new route is computed.
Therefore, multi-layer control mechanisms have been implemented, within TSs, that
rely on feedback from the radio and router computing the current link quality (e.g.
data rate, latency, jitter and packet loss) to overcome these issues. The goal of this
thesis is to deploy a reproducible mechanism that can be used to test the perfor-
mance of multi-layer control mechanisms as introduced in [41] and finally improve
the robustness of the TS by proactively adding redundancy.

1.1 Research questions and proposed solutions

As mentioned before, TNs form an agile infrastructure on the battlefield, therefore
being exposed to extreme variations in the network conditions, which are difficult
to anticipate and measure. This fact leads to the first major question of this study:
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“How to ensure that simulations/experiments create enough change over radio link
data rates to expose the system’s limitations while handling unexpected network con-
ditions?”

It should be noted, that this is a less theoretic formulation to what we refer to as
Problem B, later in Section 3. To answer this question we introduce a stochas-
tic model ModelB to create sequences of network changes (link data rate) defining
the distribution of the network conditions of a communication scenario before the
experiment is executed. The basic idea of the model is to quantize the network con-
ditions into discrete states, representing the link data rates supported by tactical
radios, which are updated by a combination of probability distributions defining an
in-homogeneous MC. Moreover, the model implements functions to control the tran-
sitions of the MC, which allows “taming the randomness” of the model by trading off
the complexity of the underlying probability distribution for partial control of the
network conditions of the respective communication scenario. As a result, the model
generates different scenarios by generating the changes in the network conditions to
test the interoperability among user-facing nodes, tactical routers, and military ra-
dios. As part of this thesis, an initial version of the model was published in the
IEEE Access Journal [41], therefore the idea and the basic concepts in this thesis
remain the same. Nevertheless, the new version of the model is more precise and
consistent in the formal definitions, which enables us to use the network conditions
generated by the model to measure and improve the system robustness in TNs later
on.

Assuming that we have an answer to the first research question, meaning that we
can create arbitrary communication scenarios defined by patterns of link data rate
changes, we come up with the second major question:

“How to automate the experiment generation process, such that we can include sys-
tem feedback directly into the modeling process to learn the minimum amount of time
that the TS needs to recover from worst-case scenarios (unplanned link disconnec-
tions)?”

To answer this question, we enhance the Markov model from [45] to a MDP al-
lowing to introduce system feedback directly into the modeling process. Then the
MDP is used to define a multi-agent system learning the distribution of the TtR af-
ter unplanned link disconnections (worst-case scenario in military communications),
namely ModelB∗ . The resulting distribution describes the minimum time needed for
the TSs to recover after these extreme situations.

In a final step, we will discuss one approach to answer the last research question,
which can be stated as follows:

“How to measure and improve the robustness of a TS, given that the network con-
ditions and user data flows change independently?”

To do so, we extend the model from [41] to a stochastic uncertainty model describing
the system robustness in ever-changing communication scenarios using probabilities
for packet and message delivery [39]. Moreover, we state a stochastic optimiza-
tion problem to optimize the model outputs and compile an algorithm solving this
problem by adding a minimum amount of redundancy.
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1.2 Hypothesis

This thesis starts with the hypothesis that we can measure the robustness of TSs
by developing stochastic models exploiting cross-layer information within a modern
TS with interfaces to the radio, router, message/packet queue and proxy/gateway
[41, 44, 45, 47], and finally improve the systems robustness by maximizing the prob-
ability of message delivery by proactively adding redundancy, as discussed in our
previous investigation [39]. Assuming that, the network conditions are quantized by
a set of link data rates, we define a multi-agent model to learn the distribution of
the TtR user data flows after unplanned link disconnection, thus defining the very
first metric to measure the system robustness in worst communication scenarios
(unplanned link disconnections). In sequence, we introduce a stochastic uncertainty
model describing the robustness of the TS by computing the probability of messag-
ing in the Internet Protocol (IP) and message layer (layer 1 and layer 2) of the TS
in arbitrary communication scenarios. Moreover, the model can be used to improve
the system’s robustness by proactively adding error correction techniques and re-
dundancy (e.g. [80]). Our hypotheses are verified in our test platform [66], using
different sets of experiments analyzing the output of the different models introduced
in this thesis. Using this approach we show that the set of models can measure and
improve the robustness of the system in ever-changing communication scenarios.

1.3 Goals

1.3.1 General

The main subject of this thesis is to develop a reproducible mechanism describing the
robustness of TSs in ever-changing communication scenarios. This goal is motivated
by the fact that there is no standardized procedure to test TSs as compared to
the tough training programs designed for military personnel, before the system is
deployed on the battlefield. This thesis aims to fill this gap by defining two models
to generate ever-changing network conditions as a combination of patterns of data
rates first and introducing a stochastic uncertainty model that is able to measure
and improve the robustness of the TS afterwards.

1.3.2 Specific

Since the main goal of this thesis is very extensive, we split the goal into three
sub-goals:

• Propose a stochastic model to create ever-changing communication scenarios
in TNs:
As part of this thesis we published two papers, [41] and [45], introducing a
stochastic model ModelB to create ever-changing communication scenarios as
a sequence of data rate changes generated by an in-homogeneous MC. In this
thesis, we revisit this model to upgrade the mathematical theory, thus giving
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more precise definitions of the basic concepts and more detailed explanations
of the functions and algorithms that form the basis of the model.

• Enhance the stochastic model to a multi-agent system composed of an MDP
and an intelligent agent allowing to include system feedback directly in the
modeling process to learn the distribution of the TtR in worst-case scenarios
(unplanned link disconnections):
To this end, we replace the transformation functions used to “tame the ran-
domness”, therefore allowing for more control of the structure of the patterns
of data rate changes, by the concept of Wasserstein barycentric interpolation
[6]. The general idea behind this approach is to compile a set of different
communication scenarios challenging the TS at different scales ([6, 8]). Since
we know the mixed probability distribution of the underlying communication
scenarios, we can use Wasserstein barycentric interpolation to define arbitrary
smooth cross-distributions slowly converging from not at all (system is robust)
to very challenging (system is not at all robust) scenarios. To measure the ro-
bustness of the TS, the model is extended to a MDP, which allows to include
system feedback from previous experiments directly in the modeling process
using a reward function. After the transformation, the resulting ModelB∗ can
be used to measure the robustness of TSs in worst-case scenarios (unplanned
link disconnections) by computing the TtR for unicast/broadcast and overlay
IP data flows.

• Introduce a stochastic uncertainty model to measure and improve the robust-
ness of TS in ever-changing communication scenarios:
Finally, we introduce a stochastic uncertainty model ModelA|B describing the
system robustness using probabilities for packet and message delivery, given
arbitrary communication scenarios [39]. Moreover, we state an optimization
problem to maximize the probabilities for packet/message delivery and compile
an algorithm solving this problem by adding a minimum amount of redundancy
packets. As a result, we expect that this concept can help to explore the
performance bounds of TSs in ever-changing communication scenarios.

1.4 Thesis structure

The structure of the thesis text is as follows. Chapter 2 discusses the fundamental
concepts of military communications and taxonomy in the tactical domain. More-
over, we review recent developments and solutions proposed for similar problems
in the literature. Chapter 2 concludes with a motivation coming from both fields:
art and science. In sequence, Chapter 3 outlines the main subject of this thesis.
Chapter 4 translates the hypothesis into design considerations within an exemplary
TS. Also, it discusses the methodology of implementing the stochastic models and
solving the stochastic optimization problem to optimize the stochastic uncertainty
model, thus describing the robustness of the TS. With quantitative results from a
set of experiments generated by the different models, in Chapter 5, the hypothe-
sis is confirmed to show that the models can measure and improve the robustness
of the TS in ever-changing communication scenarios. Finally, the observations are
summarized and the potential future work is discussed in Chapter 6.



2
Background

This chapter gives an overview of the fundamental concepts used later in this thesis.
Starting with a general overview about TNs and a multi-layer architecture for TSs
inspired on NATO’s Consultation, Command and Control (C3) taxonomy, it follows
the definition of ever-changing communication scenarios and a short description of
the core services of a tactical middle-ware. Furthermore, the intention of the research
question will be motivated by introducing a background of mathematical modeling
and a short attempt to connect art and science.

2.1 Military communications

2.1.1 Tactical networks (TNs)

TNs are agile infrastructures consisting of mobile nodes connected via radio links
with low data rate and high latency enabling communication to efficiently coordi-
nate and conduct military operations [7, 56, 77]. Thus, the movement of nodes and
the presence of physical obstacles on the way will constantly change the network
topology and the link quality, which may include link disconnections (worst-case).
Moreover, wireless connection and interaction among many mobile nodes can take
place spontaneously and in high frequencies, resulting in ever-changing network con-
ditions, such as mobility, resource availability and power constraints. Nevertheless,
there is a high demand for robust communication solutions that are easy to deploy
wherever needed. Given the high uncertainty, caused by the constraints arising from
the challenging environment, this task is hard to complete. This is why it is im-
portant to measure and improve the robustness of TSs, if necessary. This study
focuses on developing a stochastic model that can describe the robustness of TSs in
ever-changing communication scenarios.

There are investigations combining simulation and emulation to create realistic mil-
itary scenarios [11, 14, 16, 22, 24, 37, 40, 46, 48–52, 60, 62, 71, 76, 77] to test the
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whole software stack within TSs (also called middleware, proxy, gateway or router)
by modeling the network conditions as variations of three fixed states, namely dis-
connected, intermittent and limited. Even if the state space of the communications
scenarios generated by this models is very limited, these investigations lack a precise
definition of the distributions of network changes, which make them hard to repro-
duce. Moreover, most of the experiments represent scenarios in which the changes
in the network conditions are generated using non-stochastic means. Therefore,
this study is motivated by the fact, that recent literature is missing a well-defined
stochastic model to create communication scenarios in TNs, but are also simple to
reproduce in a laboratory (e.g. using a channel emulator). Moreover, this model
can be extended to a stochastic uncertainty model describing the system robustness
by using probabilities.

2.1.2 Tactical communication systems

Tactical communication systems are used to support military units fulfilling the
requirements to adapt to ever-changing tactical situations and environmental con-
ditions, thus facilitating command and control of mobile forces. This study follows
the NATO’s Consultation, Command and Control (C3) taxonomy shown in Fig-
ure 2.1 to define three main problems need to be solved to guarantee that the TS
enables robust communication under these challenging circumstances. The left side
of the figure shows the five functional blocks and the core services of NATO’s C3
taxonomy [26] forming a hierarchy of queues numbered from (1) to (5). Moreover,
the right side of the figure shows the three main problems defining the requirements
for a tactical communication system, the ever-changing user behaviour (A), ever-
changing network conditions (B) and handling (A) given (B); these definitions are
reused/extended from our previous articles reported in [39, 41, 45]. Altogether, the
figure shows seven components defined as follows:

Transmission Services

Transport Services

Communication Access Services

SOA Platform Services

Enterprise Support Services

COI-Specific/Enabling Services

User Applications

Infrastructure Services

3

2

1

Problem A: The users behavior 
is changing.

Problem B: The network 
conditions are changing.

middleware

Problem (A|B): Given network 
conditions B, how to handle the 
user behavior A?

M
an

ag
em

en
t, 

C
on

tro
l a

nd
 S

ec
ur

ity

5

4

UHF, VHF, SatCom

Dismounted, Mobile, Deployed

Changing...

Changing...Users:

Tactical network:

Figure 2.1 C3 taxonomy and the three problems [41]

(A) User Application(s): define a quantity of QoS-constrained C2 services provided
to the users of the TS (e.g. the services in [19]). Problem A defines the chal-
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lenge of creating ever-changing sequences of QoS-constrained messages that
can be reproduced for quantitative comparisons. This problem is not ad-
dressed in this thesis, but we keep the name convention for consistency with
previous work done by the same team at Fraunhofer FKIE;

(5) Management, Control and Security: a service sharing cross-layer information
among services to compile their current status, to enforce security and to
provide feedback to control loops;

(3) Community of Interest (COI) Services: hosts services to deal with particular-
ities from the user applications (A) in a collaborative environment, such as
coalition among different nations;

(2) Core Enterprise Services: a combination of infrastructural services, Service
Oriented Architecture (SOA) and enterprise support implemented within TSs.

(1) Communication Services: define a combination of services for transmission,
transport and network access. Some of them may be implemented by software-
defined radios connected with tactical routers managing the TN;

(0) Radio(s): the set of interfaces to the military radios defining the TN. Usually
implemented with military protocols like Simple Network Management Pro-
tocol (SNMP), Dynamic Link Exchange Protocol (DLEP) [65] and OpenFlow
to control and share network metrics in run time;

(B) TN : an agile infrastructure consisting of mobile nodes connected via radio
links with low data rate and high latency enabling communication to efficiently
coordinate and conduct military operations deployed in hostile environments,
as defined earlier in Section 2.1.1. Problem B defines the challenge of creating
communication scenarios consisting of ever-changing sequences of link data
rates representing the changes in tactical situations and varying environmental
conditions (details in Section 4.1).

In the following, this study goes step by step solving Problem B first by introducing a
stochastic model to create ever-changing sequences of data rate changes representing
the varying network conditions in TSs. Thereafter, the model will be adapted to
solve Problem A given Problem B by computing the probability of message delivery
given network conditions (B) and adding a minimum amount of redundancy to
improve the robustness of the TS.

2.1.3 Ever-changing communication scenarios

Following the definition of Lopes et al. [42], an ever-changing communication sce-
nario in a TN is defined as the combination of user’s behavior (Problem A) and
independently varying networks conditions in a mobile node over time (Problem A)
(Figure 2.1). As in most of the cases, the main interest of this study is to solve Prob-
lem A given B, thus showing that the TS can handle the user data flow given the
network conditions. In order to solve this problem researchers have developed several
models to create challenging communication scenarios that can be seen as test or
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training environments for the hardware components of the TS, that are comparable
to combat fitness tests for human forces.

In [21], the authors propose a solution to estimate or predict the current network
state given a set of system parameters defining the performance of the system.
Even if, the solution works well for deterministic network conditions, there is no
evidence that it is also working over non-deterministic network conditions including
link disconnections. The authors in [69] introduced a messaging application that is
evaluated in a tool creating network simulations and network field emulations in TNs.
Their solution uses a proactive routing protocol to exploit the information from the
current system state used as an input for a forwarding algorithm at the application
layer called GetCloser. Moreover, the define a set of metrics characterizing and
quantifying the system performance in several simulations and real experiments.

There are also different studies [53, 54] using real network conditions captured from
a military operation of a convoy with few vehicles moving through a particular area
in order to test or propose services and applications. The drawback of these studies
is, that real deployments are very cost-intensive and difficult to administer, because
it demands trained personnel and the military equipment [57]. Therefore, these
experiments are difficult to reproduce, and are limited to a specific evaluation sce-
nario. Moreover, there is no precise definition of the scenario, which makes it hard
to quantify the performance bounds of TSs using these network setup. Johnson et
al. [31], defined hybrid experiments as a combination of real and simulated/em-
ulated network environments to evaluate the system performance by varying the
network conditions using non-stochastic means to increase the accuracy quantifying
performance metrics and determining when the system fails to perform.

In general, most studies show limited quantitative evidence evaluating TSs over
non-deterministic network conditions. Thus, Lopes and Rettore et al. developed
models to create ever-changing communication scenarios including the element of
chance that can be reproduced for quantitative comparisons. In [42], [41] and [45],
the authors introduce an in-homogeneous Markov model and discuss the results
over different communication scenarios generated by connecting different patterns
of data rate changes, hence proposing to solve Problem B [3, 41, 43]. The main idea
of the enhanced version of the model is to tame randomness by defining three differ-
ent functions controlling the state changes of the outer MC of the model and thus
controlling the distribution of data rate changes over time. This enables the user
to interfere with the model behaviour incorporating the knowledge from previous
experiments to generate a set of challenging test scenarios that are simple to repro-
duce in a laboratory. Another study [66] address the challenge proposing a Tactical
Network Test (TNT) platform that creates communication scenarios generated by
a stochastic model or mobility models using a reproducible test methodology. The
seven scenarios are evaluated in a VHF network by sending uniformly distributed
data flows consisting of messages build by IP packets.

Even though these models can be seen as a very first starting point to evaluate the
system performance of TNs, they lack precise mathematical and physical foundations
explaining the model behaviour as function of time. This study is inspired by these
models and aims to improve these solutions for solving Problem B by adding more
levels of abstraction, meaning that it introduces mathematical concepts explaining
the system behaviour by physical equations. This solution for Problem B will be
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evaluated over different user data flows aiming to solve Problem A given Problem B.
This can be done by deploying a middle-ware consisting of in/out chain and control
plane to the service taxonomy by placing in/out and control points within the three
main services of the NATO’s Consultation, Command and Control (C3) Service
taxonomy [27] as illustrated in Figure 2.1. The core services of the tactical middle-
ware are as follows: The message queue is used to decide the admission time between
the layers based on contextual information. Then the UDP transport fragments the
message into UDP packets, which are transferred by the packet handler to the radio
buffer if a given threshold is not reached. Using contextual cross-layer monitoring we
gather the network topology and radio buffer occupancy details shared by the radio
plug-in. Neighbor discovery is performed by Optimized Link State Routing (OLSR)
protocol for neighbor discovery and compiles its findings into a routing table.

2.2 Related works

2.2.1 Transport protocols in tactical networks (TNs)

Reliable communication is one of the fundamental requirements for any military
network. Existing transport protocols are designed upon a set of assumptions that
are violated by the constraints of wireless TNs. To this end, there have been many
attempts to adapt reliable protocols like TCP to handle the challenging network
conditions in radio links at the edge of TNs [10]. Other protocols try to exploit
the topology of military communication scenarios, where most of the nodes move in
small groups, developing group communication protocols [75].

Most studies focus on proactive and adaptive configurations of multi-layer archi-
tectures deployed in TSs [36, 82]. The idea is to adaptively reconfigure operating
parameters in the corresponding layers through proactive prediction based on simple
statistics. The information is shared and enriched cross-layer wise to improve the
reliability of the TS. In addition, error recovery schemes help to cope with potential
route failures caused by link disconnections.

In [58] the authors propose a mathematical model for cross-layer design, which
optimizes the trade-offs among different configurations of Software Defined Radios
(SDRs) to achieve a maximum performance in terms of energy efficiency, reliable
packet delivery and within affordable latency bounds in multi-hop TNs.

These investigations motivated us to develop a stochastic uncertainty model that is
based on reproducible communication scenarios generated by the stochastic model
described in [45]. As a result, the outcomes and metrics of this model are more
explicit and we can control the behaviour and the learning process of our model by
slightly increasing the complexity of the underlying communication scenario.

2.2.2 Robust routing using reinforcement learning

Reinforcement Learning (RL) has become a major technique to increase the robust-
ness of routing protocols in dynamic Mobile Adhoc Network (MANET)s. Early
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works proposed Q-learning using a RL module to route packets with very low deliv-
ery time ([9],[78]). This approach exploits node statistics for each destination and
next-hop pairs in the network, which are also called Q-values. These values repre-
sent the quality of each possible next-hop or network route and this is why they are
stored and updated in a Q-table. The resulting Q-routing protocol sends the data
packets to the next hop (unicast) with the best Q-value.

Since Q-learning is efficient in low dynamic and static networks only, the framework
was improved for more dynamic networks in [35]. The basic idea is to add a confi-
dence level table (C-values) which are incremented each time the Q-value is updated
and decremented when gets outdated. The drawback of the so called CQ-routing
technique is that it becomes inefficient in highly dynamic networks. This is because
it is based on unicast for single nodes, which makes the updates of the Q-values time
consuming in communication scenarios with rapid network changes.

In [32] the authors introduce the Smart Robust Routing (SRR) algorithm, which
combines RL with an adaptive routing (AR) scheme [15]. This allows to dynamically
switch between unicast and broadcast to improve robustness in TNs, while reducing
the total network overhead. To this end, the authors use a combination of Q-
factors to collaboratively learn the shortest-path to the destination and C-factors
representing a likelihood of reaching the destination given a respective next hop plus
a broadcast procedure (CQ+ routing) for high reliability, robustness and network
exploration. The resulting SRR protocol has been evaluated in a random mobility
scenario with 30 nodes randomly deployed in an 800m by 200m area using the CORE
framework [1]. In this scenario, the source and destination are static while, the other
nodes in between move randomly with varying speed. The source is transmitting
data at a rate of ten 1000-byte packets per second (80kbps). The performance
has been evaluated using goodput (packet receiving rate at the destination) and
total overhead (network load). Using these metrics the authors showed that SRR
manages to provide very little packet loss (< 2%) at only a slight increase of overhead
compared to other methods.

In [34] the authors enhanced the CQ+ routing applying a multi-agent deep reinforce-
ment learning (MADRL) approach to design a robust, reliable, and scalable policy
for MANETs. The focus of the deep reinforcement learning (DRL) framework is on
scalability, meaning that the routing policies can be trained and tested using vari-
able network size, data rate and mobility dynamics. It is shown that this routing
protocol is much more efficient than CQ+ routing when comparing the normalized
total network overhead. In addition, the resulting shared policy of the model is
scalable, which makes it possible to reuse the policy in different scenarios.

The theory and recent investigations in RL, especially related to MANETs and
TNs, motivated us to enhance ModelB from [45] to a MDP whose optimal policy is
computed using RL. Since the long-term goal is to deploy an intelligent model, which
is capable of learning the performance bounds of TSs without human supervision,
we decided for a more formal definition of the RL task by defining a Markov decision
process. This allows for the possibility of introducing system parameters directly
into the underlying Bellman equations of the MDP, hopefully enabling the system
to learn arbitrary performance metrics of the TS in a future investigation.
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2.3 Motivation: Art and science

The models introduced in this thesis were inspired by physics (Quantum mechanics)
and art (M. C. Escher drawings [38]), which can both be described using mathe-
matics. Humans have created mathematical and physical principles to model and
explain the universe that we all are living in. These principles equip us with the
tools to explain natural phenomena extending from the random behaviour of quarks
to the movement of planets on orbits. But, the most fascinating thing is that the
language of mathematics is that it is unreasonably effective. Or more precise, as
Eugene Wigner said: “The miracle of the appropriateness of the language of for the
formulation of the laws of physics is a wonderful gift which we neither understand
nor deserve” [81]. Even if there is the possibility that we never understand the
origin of these wonderful gift, we can get it to reveal its hidden secrets by following
its rules. For sure, creativity, skill and courage are required, but it is worth it.

But where does the whole process of creation start? It all starts in our mind. Each
argument, logical implication or transformation of an equation starts as a thought
in our brain. And that is why there has always been a close connection between
art and science. Both, artists and scientists are driven to observe and create. For
example, Leonardo da Vinci was skilled across the arts and sciences. As Daniel
Smith says in his book “How to Think Like da Vinci” [23]:

“We wonder how one man could be so skilled across the arts and sciences. The
answer is that he recognized no intellectual separation between his work as an artist
and as a scientist. Instead the art and the scientist were conjoined, their ideas
flowing effortlessly together informing his practice in whatever discipline he happened
to be focusing upon on any given day. . . the Mona Lisa could not have been painted
had he not devoted countless hours to the study of anatomy.”

Moreover, there is no natural boundary for the process of creation although both our
brain and our computers are bounded by the fundamental laws of physics. Some-
times it may feel like we are missing the tools for solving a specific problem, but
we should always keep in mind that we are capable to create the tools by using the
language of mathematics. No matter, how hard the problem if we want to create
wonder, we are set for action. Following F. Nietzsche, this is why we need art:

“Art sets the bounds for wonder, so humans are set for action. Once in motion,
humans are no longer artists but a work of art.”

Like many other scientific works in the past 60 years, this study is impressed with
the graphic art of M. C. Escher [38], recognizing with fascination that a great num-
ber of Escher’s images relate directly to many scientific and mathematical principles.
More particularly, we are interested in two series of pictures called metamorphosis
(see Figure 2.2) and circle limit (see Figure 2.4). The concept of the metamorphosis
is to morph one image into a tessellated pattern, then gradually to alter the out-
lines of that pattern to become an altogether different image. Figure 2.2 shows the
metamorphosis II of the three-part series. In this work Escher begins with the word
“metamorphose” which is then transformed into different patterns of rectangles un-
til they are forming a grid. This grid then becomes a black and white checkered
pattern, which is transformed into a tessellations of animals like reptiles, a honey-
comb, insects, fish, birds until it is modified into a pattern of blocks with red tops.
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Figure 2.2 Metamorphosis II by M.C. Escher

Finally the blocks become the image of the Italian town Atrani, which is linked by
a bridge to a chess rook piece. The water between the town of Atrani and the rook
then becomes a chess board with other chess pieces. In the last part of the series
the chess board is modified into a grid of black and white, which becomes the word
metamorphose again. This concept inspired us to create communication scenarios in
TNs by using a stochastic model that creates communication scenarios as succession
of different patterns of data rate changes. As a result, a communication scenario
can be seen as a mixed probability distribution created by an in-homogeneous MC.

5 5= 5= 5= 5= 5= 5= 5= 5= 5=

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 − 4 + 5 −

4 + 5 = 5 = 5 = 5 = 5 = 5 − 4 + 5 − 3 +

4 = 4 − 3 = 3 + 4 − 3 = 3 = 3 + 5 − 3 =

3 = 3 + 4 = 4 = 4 − 3 − 2 + 4 = 4 = 4 −

3 + 4 − 3 = 3 − 2 = 2 + 4 = 4 − 3 − 2 +

4 = 4 = 4 − 2 + 4 − 3 + 4 = 4 = 4 − 2 +

3 = 3 = 3 + 4 − 3 − 1 + 2 − 1 + 3 − 1 +

3 − 1 + 2 − 1 + 2 + 3 = 3 = 3 − 2 = 2 =

2 = 2 = 2 − 1 + 3 − 2 + 3 − 2 − 1 + 2 −

1 + 2 = 2 = 2 − 1 + 2 = 2 = 2 − 1 + 2 −

1 + 2 = 2 = 2 = 2 = 2 − 1 + 2 − 1 + 2 =

2 − 1 + 2 = 2 = 2 − 1 = 1 + 2 = 2 = 2 −

1 = 1 = 1 − 0 + 1 − 0 + 1 = 1 = 1 = 1 −

0 + 1 − 0 + 1 − 0 + 1 − 0 + 1 = 1 − 0 +

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 − 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0

Figure 2.3 Pattern of link data rate change from [45]

Figure 2.3 from [45] illustrates a communication scenario as sequence of patterns
starting with the best network conditions in B̄5(green) and goes towards the worst
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conditions in B̄0(red) by jumping through B4, B3, B2 and B1. Interpreting the best
conditions in B̄5(green) as the word metamorphosis and the worst conditions in B̄0(red)

as the town of Atari we can link this to Figure 2.2 by jumping through B4, B3, B2
and B1 first and then jumping all the way around through B1, B2, B3 and B4 in
sequence; notice that the changes occur from bottom to top (vertically) instead
of horizontally. In this case we fix the order of the patterns to tame randomness
by playing M.C. Escher with patterns of data rate changes. This process can be
extended to create more extreme scenarios by defining a probability distribution
for the pattern transitions. Figure 4.5b shows a communication scenario using the
same patterns as Figure 4.5a, but each line is generated by sampling a pattern from
B̄0, B1, B2, B3, B4 and B̄0 uniformly at random. The advantage of using a probability
distribution comes with the fact of trading control of the model for complexity of
the scenarios. Meaning that, the random behaviour of the model makes it hard to
define a series of communication scenarios using the history of experimental results
to decide the next one.

Figure 2.4 Circle limit III by M.C. Escher
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This raises the following question: Given the distribution of two different commu-
nication scenarios C1 and C2 and the number of tessellated patterns β, how to find
the cross-distributions of the patterns defining the metamorphosis from C1 into C2?
Now one could argue that there are arbitrary many ways to define the set of cross-
distributions, which is true if no preconditions must be fulfilled. Taking M.C. Escher
as inspiration again, one can argue that the beauty of the metamorphosis comes from
the fact that the geometrical shapes in Figure 2.2 easily merge into each other. This
can be achieved for C1 and C2 by raising the condition that two elements of the
series of cross distributions always needs to be nearest neighbours with respect to
the Wasserstein metric defined in [6]. Given a start scenario C1 this approach al-
lows to generate arbitrary smooth pattern transitions morphing C1 into C2 by using
Wasserstein barycentric interpolation [6] and solving the mathematical problem of
OT [12, 13, 20, 70].

The key idea behind this approach is that one can break the transformation of two
communication scenarios C1 to C2 into a set of patterns such that the difference
of two consecutive patterns goes to zero as β goes to infinity. The hope is that
minor changes in the patterns also result in minor changes of the features that are
monitored from the different layers of the TS shown in Figure 3.1. This is close to
the so called infinity principle by Strogatz [74]. The principle says that to analyze
something complicated, you should first break it down into an infinity of simpler
parts and analyze those. Again, there is also a work of M.C. Escher illustrating the
process of infinity and thus connecting the ideas of art and science that define the
main inspiration of this study. Figure 2.4 illustrates the circle limit III woodcut of
M.C. Escher, where “strings of fish shoot up like rockets from infinitely far away”
and then “fall back again whence they came” (Coxeter 1979).

Once we are able to create communication scenarios that are capable of representing
the variation of military communication on the battlefield, we are interested in
learning the performance bounds of TSs over these scenarios. To this end, the
stochastic models measuring and finally improving the robustness of TS are inspired
by intelligent systems that can learn without human supervision [73]. Even if the
time frame of this thesis does not allow to develop such a complex model, this study
can be seen as a starting point introducing the basic concepts defining the baseline
for the intelligent system. So let us move on with the words of M.C. Escher and
“attempt the absurd to achieve the impossible”, thus creating stochastic models to
measure and improve the robustness of TSs, keeping always in mind that the overall
goal is to define a model that can learn the performance bounds of TSs without
human supervision.
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Problem statement

This chapter compiles the problem statement motivated by the challenges of mod-
ern TNs, art, and science as explained in the last chapter. For simplicity, we divide
the problem into three sub-problems A, B and A|B, inspired by the layer-wise ar-
chitecture of TSs. Here, Problem A is related to the ever-changing user behaviour
during military communication scenarios, Problem B to the ever-changing network
conditions resulting from the circumstances being due to the environment TSs are
deployed, and Problem A|B is a combination of both problems. To define the prob-
lems formally, we start with explaining a basic military end-to-end communication
scenario first and go step by step defining all three problems afterwards.

3.1 End-to-end communication scenario

Remembering that modern TSs are organized into several layers and equipped with
multi-layer control mechanisms to handle independent changes from both user data-
flows (Problem A) and network conditions (Problem B), Figure 3.1 shows an ex-
emplary end-to-end communication scenario with the sender and the receiver con-
nected through a radio link, composing of an ever-changing communication scenario
[39, 41, 45]. In this setup, each node has a control plane (c) and two chains: one
for incoming (i) data-flows and another for outgoing (o) data-flows, both sitting
in at least four layers, namely radio (layer 0 ), packet (layer 1 ), message (layer 2 )
and proxy/broker (layer 3 ). Notice the connection symmetry through a noisy radio
channel, where the out chain from the sender is connected to the in chain of the
receiver and vice-versa.

The sequence of messages from command and control systems (A) enter the system
from layer 3 carrying a set of Quality of Service (QoS) requirements such as priority,
reliability and time of expire (differentiated at layer 2 ), which are partially mapped
to IP packets at layer 1. The radio (layer 0 ) usually has a buffer with limited
size that differentiates the IP packets by priority. Note that a multi-homed node
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Figure 3.1 Ever-changing end-to-end communication scenario [39]

with r radio networks will have r instances of this hierarchy of queues to handle
the difference in both coverage (kilometers) and link data rate (kbps) from military
communication technologies, such as High Frequency (HF), Very High Frequency
(VHF), Ultra High Frequency (UHF) and Satellite Communications (SatCom).

3.2 Problem definition

With the explanation of a military end-to-end communication scenario in mind, we
can move further and define the problems addressed in this thesis formally. As
mentioned before, we focus on solving problems B and A|B. Thus, we assume the
user data flow (Problem A) to be uniformly distributed. For the sake of completeness,
however, we state Problem A formally as follows.

Definition 3.2.1 (Problem A). Given a set of C2 systems available to military
users, define Problem A to be the problem to create ever-changing user data flows
representing the variety of military communication in the network.

3.2.1 Problem B: Modeling ever-changing link data rates

One key prerequisite to develop and validate a stochastic model improving the ro-
bustness of TSs (i.e. solution to Problem A|B) is the ability to create experiments
representing the variety of possible communication scenarios in TNs (i.e. solution
to Problem B).

Definition 3.2.2 (Problem B). Given a radio device supporting a set of modula-
tions, define Problem B to be the problem to create ever-changing network conditions
by quantizing the network states using a discrete and finite set of data rates, sup-
ported by the radios of the TS.
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To this end, the first goal is to define a stochastic model ModelB to create sequences
of link data rates representing the network conditions of TS over a finite time horizon
T, which can be used to compute its robustness to changes in the network in a second
phase (solving Problem A|B).

Definition 3.2.3 (ModelB). Given a radio device supporting a set of modulations,
then ModelB is defined to be a stochastic model capable of solving Problem B by
creating ever-changing sequences of link data rates, including link disconnections of
arbitrary duration.

In this thesis, we define robustness to be the system ability to cope with both
run-time errors and erroneous input [30]. These errors can be caused by a variety
of reasons. One reason might be that the system is not capable to identify the
changes in the link metrics, such as data rate, latency, jitter and packet loss. This
could be the case if the system is lacking an interface to the radios and tactical
routers, or multi-layer control loops to cope with changes in the network. This is
why our team at Fraunhofer FKIE developed multi-layer control loops, that rely on
cross-layer contextual monitoring, thus analyzing the network metrics and giving
quantitative feedback to multi-layer control mechanisms. The control loops actuate
in enforcement points adapting both incoming and outgoing data-flows [3, 41–43].
Nevertheless, it remains the problem to give quantitative evidence that these control
mechanisms can handle ever-changing network conditions as they occur in TN.

Moreover, there is, for the time being, no option to include system feedback directly
in the modeling process of the network conditions, which enables for automated
execution of experiments by exploiting the metrics learned from previous experi-
ments. This is, why we propose an enhanced version ModelB∗ of ModelB from [45]
transforming the in-homogeneous Markov model to a MDP (defined later in Chap-
ter 4). As a result, the MDP allows to include system feedback by a real valued
reward function. Then, we can combine the MDP model with an intelligent agent
to learn a target metric, which enables to automate the modeling process. In this
thesis, the target metric is defined to be the TtR after unplanned link disconnection
representing the worst event in any communication scenario.

3.2.2 Problem A|B: Modeling robust tactical systems (TSs)

Given a model solving Problem B, thus generating the network conditions N of a
communication scenario C = (N ,U), the goal is to develop a stochastic uncertainty
model that is able to describe and finally improve the robustness of the TS using
probabilities for packet and message delivery [39]. In other words, we are interested
in a model that can give quantitative evidence if the TS can handle the user data
flow U , given the network conditions N .

Definition 3.2.4 (Problem A|B). Given a TS organized into several layers and
equipped with multi-layer control mechanisms, define Problem A|B to be the problem
to handle ever-changing user data flows U (Problem A), while the radio link data
rates defined by N are following a set of unknown probability distributions (Problem
B).
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Assuming that the user data flow U is composed of uniformly distributed messages,
we compute the probability of a message being successfully transmitted from sender
to receiver in Figure 3.1, while the radio link is changing according to the distribution
defined byN . As comparing to the layer-wise architecture of the TS, we can compute
the probability of message delivery (layer 2) by computing the probability of packet
delivery in the IP layer (layer 1). This is done by implementing a technique called
Reed Solomon Code ([25, 80]) and proactively adding redundancy, as explained later
in Section 4.3. In short, the final goal of this thesis is to define a ModelA|B that is
defined as follows.

Definition 3.2.5 (ModelA|B). Given a TS organized into several layers and equipped
with multi-layer control mechanisms, then ModelA|B is a stochastic uncertainty model
capable of solving Problem A|B. In other words, ModelA|B can measure and improve
the robustness of the TS for Problem A|B.

3.3 Objective

The goal of this study is to solve both problems B and A|B by defining three stochas-
tic models, two generating the network conditions N and thus solving Problem B
and another one solving the uncertainty Problem A|B finding a close to optimum
configuration, thus improving the system robustness by adding a minimum amount
of redundancy. We start by enhancing the model from [45] to create sequences of link
data rates to quantify the performance bounds of TSs. Based on that, we define the
stochastic uncertainty model describing the robustness of the TS by computing the
probabilities for packet and message delivery for arbitrary communication scenarios
generated by the model solving Problem B. We conclude this study by investigating
optimal solutions (Chapter 4) for the uncertainty model over a set of experiments
generated in a VHF network (Chapter 5).
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In this chapter we define the models to solve both Problem B and Problem A|B,
earlier described in Chapter 3. The three models, namely ModelB, ModelB∗ and
ModelA|B are stochastic, the first one generating the network conditions of com-
munication scenarios at the tactical edge, the second one improving ModelB to a
multi-agent model allowing to include system feedback directly in the modeling pro-
cess and the third model describing and finally improving the system robustness by
adding redundancy at the IP layer.

This study started with the hypothesis that we can quantify the network conditions
of a TN into discrete states representing the link data rates supported by the tactical
radios in a laboratory environment ([45]), because we had access to laboratory with
real military radios at Fraunhofer FKIE. The motivation behind this approach comes
from quantum physics and the idea that a lot of effects and phenomena in this
universe can be described by quantities that can take only discrete values. Thus,
ModelB represents an attempt to quantify the network conditions of TN in the
sense of information theory. Coming from this smallest quantities, these can be
combined to create patterns of data rate rate changes updated by a combination of
probability distributions over a finite time horizon. Moreover, we can increase the
level of complexity by combining these patterns of data rate changes as a function of
time or by probability distributions again, called ever-changing network conditions.
This enables us to generate complex sequences of data rate changes to analyze the
robustness of TS over ever-changing network conditions.

Later on, it became clear that this approach was missing the opportunity to include
system feedback directly in the modeling process, thus allowing for an automated
experiment execution. This was an significant disadvantage, since the analysis and
reconfiguration of the transformation functions had to be done manually. To solve
this problem, ModelB∗ transforms ModelB to a MDP, which allows to include the
system feedback in the reward function of an agent. Then, we define a second, intel-
ligent agent, thus extending the model to a multi-agent system to learn a predefined
target metric. In other words, the metric defines the target quantity for the analysis
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of the features captured from the monitoring service during an experiment and is
included into the experiment generation process using the reward function of the
MDP. Remembering, that the optimal policy of an MDP is a MC and thus ModelB
can be seen as an instance of ModelB∗ . As a result, we can automate the process
for solving Problem B by defining the metric to be learned by a multi-agent system
composed of a MDP and an intelligent agent.

Finally,ModelA|B exploits the layer-wise architecture of TS to measure the robustness
of the system by computing the probability of packet/message delivery in the IP
and message layer. To this end, ModelA|B computes the probability of packet and
message delivery in the IP and message layer of the TS, thus defining an uncertainty
model to describe the robustness of the TS, while the network conditions of the
system behave according to the sequences of data rates generated by ModelB or
ModelB∗ respectively. Note that all algorithms and methods described in this section
were implemented in Python and also deployed to a TS hosted in a laboratory
at Fraunhofer FKIE. The experimental results of the models are presented and
discussed comprehensively in Section 5.

4.1 Model B: Creating ever-changing link data rates

In this section, we develop the stochastic ModelB to create the network conditions of
ever-changing communication scenarios represented by sequences of link data rates,
thus solving Problem B. The model is composed of a set of patterns of data rate
changes P and two distributions over a finite time horizon T, one representing the
link data rate changes in a single link and another one defining the length of the time
interval for updating the data rate . More precisely, the distribution of link data rate
is defined by the MC Bouter and the time distribution for state update by λ, in short
ModelB(T,P ,Bouter, λ). The original motivation for the introduction of a stochastic
model to create ever-changing sequences of link data rates is that, by now, there is no
way to generate test scenarios quantifying the robustness of military communication
in a controlled environment (i.e. a laboratory at Fraunhofer FKIE) at arbitrary
scale. This section gives the theoretical foundations to instantiate a model to create
reproducible communication scenarios for quantitative comparisons.

Definition 4.1.1 (Instance of ModelB). Given a finite time horizon T = 1, . . . , T , a
set of patterns P representing distributions of data rate changes, a transition matrix
Bouter and the time distribution for state updates in the link λ, then ModelB(T,P,Bouter, λ)
is defined to be the in-homogeneous Markov model [29] mapping these inputs to a
finite sequence of data rate changes Σ changing as function of time distributed by λ.
(Figure 4.1).

The following sections describe each single component of theModelB and also explain
how to instantiate the model. As referring to Figure 3.1 the model is taking actual
influence of layer 0 (Radio layer) of the TS. Doing this, the model changes the link
quality between sender and receiver radio according to the sequence of data rates Σ
and the link update time distributed by λ.
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4.1.1 Instantiating the model

Let us start defining a communication scenario C at the tactical edge as the combi-
nation of of user’s behaviour U and independently varying network conditions N .

Definition 4.1.2 (Communication scenario at the tactical edge). A communication
scenario at the tactical edge C = (N ,U) is defined as the combination of user’s
behaviour U and independently varying network conditions N .

Assuming that the network conditions N of the communication scenario can be rep-
resented as the composition of patterns of data rate changes, we define a pattern of
data rate changes as the 4-tuple P = (S,ΛP , BP , ~X0), where S is the state space rep-
resenting the different data rates supported by the tactical radios, ΛP is the pattern
length, BP is a stochastic matrix representing the distribution of state transition of
a MC as referring to Figure 4.2 and ~X0 is the |S|-dimensional initial state vector.

Definition 4.1.3 (Pattern of data rate changes). Given the pattern length ΛP , a
stochastic matrix B and an initial state ~X0, a pattern of data rate changes P over
state space S is defined as the 4-tuple P = (S,ΛP , BP , ~X0) over a finite time horizon
TΛP = {1, . . . ,ΛP}. The corresponding sequence of data rate changes (σ1, . . . , σΛP )
according to P can be generated by sampling ΛP different states from the probability
vectors X = (X1, . . . , XΛP ), where Xi ∈ X is defined as Xi = XT

0 ·Bi
P .

For example, Table 4.1 lists two sets of stochastic matrices representing the proba-
bility distributions for the state transitions of twelve exemplary patterns with state
space S = {s0 = 0.0, s1 = 0.6, s2 = 1.2, s3 = 2.4, s4 = 4.8, s5 = 9.6}. In this table,
B̄0..5 (left column) define stable network conditions with no changes in the link data
rate and B0..5 (right column) combine the six states to incrementally improve the
average link data rate, except B5 defining equal conditional probabilities for all the
states (1/6).

It should be noted, that B̄0 represents the worst-case distribution, meaning that
there is a 100% chance that the radio link between both nodes stays disconnected
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Figure 4.1 Nested Markov chain with patterns as states [45]
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B̄0



0 1 2 3 4 5
0 1 0 0 0 0 0
1 1 0 0 0 0 0
2 1 0 0 0 0 0
3 1 0 0 0 0 0
4 1 0 0 0 0 0
5 1 0 0 0 0 0


B0



0 1 2 3 4 5
0 1/3 2/3 0 0 0 0
1 1/3 2/3 0 0 0 0
2 1/3 2/3 0 0 0 0
3 1/3 2/3 0 0 0 0
4 1/3 2/3 0 0 0 0
5 1/3 2/3 0 0 0 0



B̄1



0 1 2 3 4 5
0 0 1 0 0 0 0
1 0 1 0 0 0 0
2 0 1 0 0 0 0
3 0 1 0 0 0 0
4 0 1 0 0 0 0
5 0 1 0 0 0 0


B1



0 1 2 3 4 5
0 .01 .33 .66 0 0 0
1 .01 .33 .66 0 0 0
2 .01 .33 .66 0 0 0
3 .01 .33 .66 0 0 0
4 .01 .33 .66 0 0 0
5 .01 .33 .66 0 0 0



B̄2



0 1 2 3 4 5
0 0 0 1 0 0 0
1 0 0 1 0 0 0
2 0 0 1 0 0 0
3 0 0 1 0 0 0
4 0 0 1 0 0 0
5 0 0 1 0 0 0


B2



0 1 2 3 4 5
0 1 0 0 0 0 0
1 0 1/3 1/3 1/3 0 0
2 0 1/3 1/3 1/3 0 0
3 0 1/3 1/3 1/3 0 0
4 0 1/3 1/3 1/3 0 0
5 0 1/3 1/3 1/3 0 0



B̄3



0 1 2 3 4 5
0 0 0 0 1 0 0
1 0 0 0 1 0 0
2 0 0 0 1 0 0
3 0 0 0 1 0 0
4 0 0 0 1 0 0
5 0 0 0 1 0 0


B3



0 1 2 3 4 5
0 1 0 0 0 0 0
1 0 .01 .33 .33 .33 0
2 0 .01 .33 .33 .33 0
3 0 .01 .33 .33 .33 0
4 0 .01 .33 .33 .33 0
5 0 .01 .33 .33 .33 0



B̄4



0 1 2 3 4 5
0 0 0 0 0 1 0
1 0 0 0 0 1 0
2 0 0 0 0 1 0
3 0 0 0 0 1 0
4 0 0 0 0 1 0
5 0 0 0 0 1 0


B4



0 1 2 3 4 5
0 1 0 0 0 0 0
1 0 .01 .01 .32 .33 .33
2 0 .01 .01 .32 .33 .33
3 0 .01 .01 .32 .33 .33
4 0 .01 .01 .32 .33 .33
5 0 .01 .01 .32 .33 .33



B̄5



0 1 2 3 4 5
0 0 0 0 0 0 1
1 0 0 0 0 0 1
2 0 0 0 0 0 1
3 0 0 0 0 0 1
4 0 0 0 0 0 1
5 0 0 0 0 0 1


B5



0 1 2 3 4 5
0 1/6 1/6 1/6 1/6 1/6 1/6

1 1/6 1/6 1/6 1/6 1/6 1/6

2 1/6 1/6 1/6 1/6 1/6 1/6

3 1/6 1/6 1/6 1/6 1/6 1/6

4 1/6 1/6 1/6 1/6 1/6 1/6

5 1/6 1/6 1/6 1/6 1/6 1/6



(4.1)

Table 4.1 Two sets of stochastic matrices [45]

and B̄5 represents the opposite, keeping the data rate in the link at maximum



4.1. Model B: Creating ever-changing link data rates 23
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Figure 4.2 Markov chain with link data rates as states [41]

nominal capacity (9.6 kbps). In between, there are ten exemplary patterns creating
a range of network conditions from low (< 2 kbps) to high (> 4 kbps) data rates on
average.

One basic assumption in this study is that the variation in the link data rate is the
most important metric to evaluate multi-layer store-and-forward mechanisms in TS,
because latency, jitter and packet loss are by products of fluctuations in the data
rate (or vice-versa). Later in Section 5 we discuss quantitative experiments showing
how the changes in the link data rate impacts both latency and jitter in a VHF
network.

Assuming that the network conditions of every communication scenario consist of
a finite number of patterns (Pt)t∈T over the time horizon T = (1, . . . , T ), define
a finite MC Yinner = (Xl)l∈ΛP with state space Sinner = (s0, . . . , sN−1), where the
states si ∈ S represent nominal data rates supported by different radio modulations
or waveforms. Figure 4.2 shows an exemplary MC for VHF radios supporting six
different states S = (0, . . . , 5) : disconnection state 0, state 1 the 0.6 kbps of nominal
data rate and so on (for 1.2, 2.4 and 4.8 kbps) until state 5, which represents 9.6
kbps.

This construction can be generalized to work with arbitrary radio modulations or
waveforms by defining the discrete and finite set Sinner as the N different nominal
data rates of the radio modulation Sinner = {s0, . . . , sN−1}. For reasons of simplicity,
we assume that the set Sinner is ordered, meaning that the maximum nominal data
rate represents the best scenario sN−1 (say state 5 in our case, see Figure 4.2) and
link disconnection is the worst scenario s0 (state 0), because the node is disconnected
from the network and can not communicate. With these conditions considered, the
Markov model in Figure 4.2 can be used to create sequences of data rates representing
an arbitrary pattern P = (Sinner,ΛP , BP , ~X0) by sampling ΛP different states from
the MC Yinner = (X1, . . . , XΛP ), where Xi ∈ Yinner is defined as Xi = XT

0 ·Bi
P .

By adding an additional layer, the Markov model can be extended to describe the
network conditions N of a communication scenario C as concatenation of arbitrary
many patterns. Given a set of M patterns P = {P0, . . . , PM−1} and the correspond-
ing transition matrices {BP0 , . . . , BPM−1}, the idea is to define a second MC Youter
with state space Souter = P = {P0, . . . , PM−1} and nest both chains to work as an
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in-homogeneous Markov model. In other words, given a finite time horizon T, a
stochastic matrix Bouter defining the state transitions of Youter and the distribution
Λ : T → N describing the length of the pattern at time t ∈ T, we can sample a
sequence of data rates defined as the concatenation of M different patterns P by
first sampling a MC of patterns Youter = (Pt)t∈T and sampling (σt)t∈T sequences of
length Λ(t) from the respective T inner MCs (Yinnert)t∈T afterwards. The sequence
Σ = σ1 . . . σT defined by the concatenation of sequences generated by sampling states
from (Yinnert)t∈T defines the data rate changes representing the network conditions
N .

In the following, this in-homogeneous Markov model is called ModelB(T,P ,Bouter,
λ). To save memory space, we introduce a function θ : T → {0, . . . ,M − 1} maps
time steps t ∈ T to patterns indices of the patterns Pθ(t) ∈ P , θ(t) ∈ 0, . . . ,M − 1
representing the order of MC Youter = (Pt)t∈T and thus the output of ModelB. As a
result, we get the following definition for the network conditions N of a communi-
cation scenario C = (N ,U):

Definition 4.1.4 (Network conditions of a communication scenario). The network
conditions N of a communication scenario C = (N ,U) are defined as the seven-tuple
N = ( ~X0, S,P , θ,Λ,T,Σ), where ~X0 is the initial state vector, P = {P0, . . . , PM−1}
is a set of M different patterns, θ represents the order of Youter, Λ : T → N is the
distribution describing the length of pattern Pθ(t) ∈ P, θ is the function θ : T →
{0, . . . ,M − 1} representing the order of Youter and T is the time horizon of the
in-homogeneous Markov model ModelB(T,P,Bouter, λ).

4.1.1.1 The update and the sample function

To adapt the model to work in a communication system composed of tactical radios
connected via a wireless link, we need to define an update function φupdate that
considers the time interval λ : T → N in seconds (sec) for changing the data rate
defining the quality of the radio link connection.

Definition 4.1.5 (Update function). Let x ∈ [0, 1] be an i.i.d. random number and
pij the conditional probability of state si ∈ S given state sj ∈ S defined in transition
matrix BP , such as the exemplary matrices in (Equation 4.1). Moreover, λ : T→ N
defines how long the link will stay in the next state Xt+1 = sj. Thus, given the
current state Xt = si, the random number x and λt+1, the update function φupdate
(Equation 4.2) computes the next state Xt+1 by checking if x is within the probability
interval of a particular state.

Xt+1 = φupdate(Xt = si, x;BP , λt+1) =



s0, for x ∈ [pi0, pi1)
s1, for x ∈ [pi1, pi2)
s2, for x ∈ [pi2, pi3)
s3, for x ∈ [pi3, pi4)
s4, for x ∈ [pi4, pi5)
s5, for x ∈ [pi5, 1]

(4.2)
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Input: ~Xt, BP , seed, λt+1
Output: ~Xt+1

Initialization :
1: n ← ~X.length
2: ~Xt+1 ← ~0
3: x ← randomNumber(seed, min=0, max=1)
4: ~Y ← ~Xt ∗BP

5: for i = 0 to n− 1 do
6: if (x < ~Y [i]) then
7: ~Xt+1[i]← 1
8: break
9: end if

10: end for
11: Set link state time to λt+1
12: return ~Xt+1

Algorithm 1 : StateUpdate [45]

For example, let us assume that the current state of the inner MC Yinner is si, then
sj is chosen as next state if x is in between pij and pij+1 for j ∈ [0, ..., 5], where
pij+1 = 1 for j = 5. Since x is a random number between 0 and 1, and the lines of
the transition matrix of a MC always sum up to 1, the process will always compute
a next state Xt+1 following the chain. Moreover, λt+1 in φupdate changes according
to the time distribution for state update λ. Thus λ defines how long the link will
stay in a given state, which represents a particular link data rate.

An exemplary implementation of the update function is shown in Algorithm 1. For
simplicity, let us introduce the N -dimensional vector representation to describe the
current state ~Xt and next state ~Xt+1 of the MC. Where ~Xt has value 0 for all entries
up to position i which has value 1, describing that Xt = si. The same holds for ~Xt+1
and ~Y , respectively. Given the current system state ~Xt, a matrix BP holding the
conditional probabilities for the state transitions of a particular pattern, a random
seed and the state time parameter λt+1 as input, Alg. 1 calculates the next state
~Xt+1 of the MC.

The update function defined in 4.1.5 and also StateUpdate algorithm (Algorithm 1)
can also be used to sample a sequence Σ = {σ1 . . . σT} of length |Σ| = ∑T

t=1 Λ(t)
representing the network conditions N = ( ~X0, S,P ,Λ,T,Σ) of a communication
scenario C composed of T sequences drawn from patterns, which are chosen from
P according to function θ. This is done by calling the update function φupdate for
each pattern Pθ(t) ∈ P w.r.t. to the current state ~Xt, pattern matrix Bθ(t) ∈ Pθ(t),
random seed and state time distribution parameter λ.

φsample( ~X0,P , θ,Λ,T) −→ Σ = (σ1, ..., σT ) (4.3)

Algorithm 2 shows how to implement the sample function in Equation 4.3 by it-
eratively calling update function φupdate or more precise re-using the StateUpdate
Algorithm (Algorithm 1).
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4.1.1.2 Exemplary sequences of states

Figure 4.3 illustrates the output of the Sample Algorithm (Algorithm 2) for twelve
different communication scenarios consisting of one single pattern. More precise,
each single plot represents one single pattern out of the twelve patterns defined
using the matrices in Equation 4.1, which generated the twelve sequences of states
plotted in Figure 4.3. In this figure, each sequence has one hundred states out of six
possible states (from 0 (red) to 5 (green)). The sequence starts from the bottom left of
the plot and moves line by line from the left to the right until it reaches the top right
corner. The three algebraic signs =, + and − placed in between states denote “no
change”, “increment” and “decrement” in the data rate, respectively. We leverage
the use of these three signs and the different colors to emphasize the changes in the
link data rate generated by our model.

Notice that the left column in Figure 4.3 lists stable network conditions defined by
the transition matrices B̄0,...,5 in (4.1). Here, B̄0 represents the worst-case scenario
with 0 kbps for all states (Figure 4.3a), and B̄5 represents the optimum scenario
with all states representing maximal nominal data rate 9.6 kbps (Figure 4.3k). The
right column lists the patterns of change created using B0..5 in (4.1). The goal of
these two column plots is to show a striking comparison between non-stochastic and
stochastic patterns of change quantizing network conditions into discrete states.

The properties of the transition matrices can be described as follows. B0 has high
probabilities for states 0 and 1, resulting in an average data rate of ∼0.4 kbps
(Figure 4.3b). B1 has low probability of link disconnection with data rate of ∼1 kbps
on average (Figure 4.3d) and B2 is very similar to B1, but has zero probability for
link disconnection (∼1.5 kbps on average). B3 represents a significant improvement

Input: ~X0, P , θ, Λ, T , λ, seed
Output: Sequence of states Σ = (σ1 = X1, ..., σT = XT )

Initialization :
1: Σ ← {}
2: N ← ~X0.length
3: ~Xt ← ~X0
4: for t = 1 to T do
5: Pm ← P [θ(t)]
6: B ← Bm s.t. Bm ∈ Pm
7: for l = 1 to Λ(t) do
8: ~Xt ← StateUpdate( ~Xt,B, seed, λt+1)
9: for i = 0 to N − 1 do

10: if ( ~Xt[i] == 1) then
11: Σ ← Σ.append({i})
12: end if
13: end for
14: end for
15: end for
16: return Σ
Algorithm 2 : Sample [45]
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0 0= 0= 0= 0= 0= 0= 0= 0= 0=

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0

(a) B̄0 0 kbps ±0

1 1= 0− 1+ 1= 1= 1= 1= 1= 0−

1 = 1 − 0 = 0 + 1 − 0 + 1 = 1 − 0 + 1 =

1 = 1 − 0 = 0 + 1 − 0 + 1 = 1 − 0 + 1 =

1 − 0 + 1 = 1 − 0 + 1 = 1 − 0 + 1 = 1 =

1 = 1 − 0 + 1 = 1 = 1 − 0 + 1 = 1 = 1 −

0 + 1 = 1 = 1 = 1 = 1 = 1 = 1 − 0 = 0 =

0 + 1 = 1 = 1 − 0 + 1 − 0 + 1 = 1 − 0 +

1 = 1 = 1 = 1 = 1 − 0 + 1 = 1 − 0 = 0 =

0 = 0 + 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 −

0 = 0 + 1 = 1 = 1 = 1 = 1 = 1 = 1 − 0

(b) B0 ∼0.39 kbps ±0.28

1 1= 1= 1= 1= 1= 1= 1= 1= 1=

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 =

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 = 1

(c) B̄1 0.6 kbps ±0

1 2+ 2= 2= 2= 1− 1= 1= 2+ 1−

2 − 1 + 2 = 2 = 2 = 2 = 2 = 2 − 1 + 2 −

1 + 2 − 1 + 2 − 1 + 2 = 2 = 2 − 1 + 2 =

2 = 2 = 2 = 2 = 2 = 2 − 1 + 2 = 2 − 1 +

2 = 2 = 2 = 2 = 2 − 1 = 1 + 2 − 1 + 2 =

2 = 2 − 0 + 2 = 2 = 2 = 2 = 2 − 1 + 2 =

2 − 1 + 2 = 2 − 1 + 2 = 2 = 2 = 2 − 1 +

2 = 2 = 2 = 2 = 2 − 1 + 2 = 2 − 1 + 2 −

1 = 1 + 2 = 2 = 2 = 2 = 2 − 1 + 2 − 1 =

1 + 2 = 2 = 2 − 1 + 2 = 2 = 2 = 2 = 2

(d) B1 ∼1.02 kbps ±0.29

2 2= 2= 2= 2= 2= 2= 2= 2= 2=

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 =

2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2 = 2

(e) B̄2 1.2 kbps ±0

3 1− 1= 1= 1= 2+ 3+ 2− 1− 1=

2 = 2 − 1 + 2 = 2 − 1 = 1 + 3 − 1 + 3 =

3 = 3 = 3 − 1 + 3 − 2 + 3 − 2 + 3 − 2 +

3 = 3 − 2 + 3 − 1 + 3 − 1 + 2 = 2 + 3 =

3 − 1 = 1 = 1 + 3 − 2 = 2 + 3 − 2 + 3 =

3 − 1 = 1 + 2 = 2 − 1 + 3 − 2 = 2 + 3 −

2 + 3 = 3 = 3 − 2 = 2 − 1 + 2 + 3 = 3 −

2 = 2 = 2 + 3 − 2 = 2 − 1 + 3 − 2 + 3 =

3 − 1 + 2 − 1 + 3 − 2 = 2 = 2 − 1 + 3 −

1 = 1 + 3 − 2 − 1 + 3 − 1 + 2 + 3 = 3

(f) B2 ∼1.47 kbps ±0.75

3 3= 3= 3= 3= 3= 3= 3= 3= 3=

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 =

3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3 = 3

(g) B̄3 2.4 kbps ±0

4 2− 2= 3+ 3= 4+ 2− 2= 2= 4+

2 + 3 + 4 = 4 = 4 − 3 − 1 + 3 − 2 + 4 −

3 = 3 + 4 − 2 + 3 − 2 + 4 − 2 + 3 = 3 −

2 = 2 = 2 = 2 + 4 = 4 − 3 − 2 + 3 = 3 −

2 + 4 − 3 − 2 = 2 + 3 + 4 = 4 − 2 + 4 −

2 = 2 = 2 + 4 = 4 = 4 − 2 = 2 + 4 − 3 =

3 + 4 − 2 + 3 + 4 = 4 − 3 − 2 + 3 + 4 −

2 + 4 = 4 − 2 + 3 + 4 − 3 − 2 + 4 − 3 −

1 + 4 − 3 = 3 = 3 + 4 = 4 − 3 − 2 + 4 −

3 − 2 + 3 − 2 + 3 = 3 − 2 = 2 = 2 + 4

(h) B3 ∼2.71 kbps ±1.53

4 4= 4= 4= 4= 4= 4= 4= 4= 4=

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 =

4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4 = 4

(i) B̄4 4.8 kbps ±0

3 4+ 3− 5+ 5= 3− 4+ 4= 5+ 3−

3 = 3 + 5 = 5 = 5 − 4 − 1 + 4 = 4 − 3 +

4 − 3 + 5 − 4 = 4 − 3 + 5 − 3 + 5 − 3 =

3 + 4 − 3 + 4 = 4 − 3 + 4 = 4 = 4 − 3 =

3 = 3 + 5 − 3 + 4 − 3 = 3 + 5 = 5 − 4 −

3 + 4 + 5 − 3 + 5 = 5 − 4 = 4 − 3 + 5 =

5 − 2 + 3 + 4 + 5 − 4 + 5 − 3 + 5 − 4 −

3 + 4 − 3 − 2 + 3 = 3 = 3 + 4 + 5 − 4 =

4 − 3 = 3 + 4 − 3 + 4 − 3 = 3 + 4 = 4 −

3 = 3 + 4 − 3 + 5 = 5 − 4 = 4 − 3 + 4

(j) B4 ∼4.85 kbps ±2.84

5 5= 5= 5= 5= 5= 5= 5= 5= 5=

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5

(k) B̄5 9.6 kbps ±0

1 0− 1+ 1= 3+ 0− 1+ 1= 1= 1=

2 − 1 + 4 = 4 + 5 − 1 − 0 + 3 + 5 − 4 −

1 + 2 = 2 − 0 + 5 − 3 + 4 − 2 − 1 + 2 =

2 − 0 + 2 + 3 = 3 − 0 = 0 + 2 + 5 − 0 +

2 = 2 + 5 − 4 + 5 − 0 = 0 + 4 − 1 + 3 +

4 − 1 + 5 = 5 − 3 + 5 − 2 + 5 − 2 + 4 −

3 − 2 + 4 + 5 − 2 − 1 − 0 + 3 + 5 − 3 −

2 − 1 − 0 + 4 + 5 − 4 − 3 − 1 + 3 − 0 =

0 = 0 + 4 − 1 + 4 − 3 + 4 − 0 + 5 − 0 +

4 − 0 + 3 = 3 = 3 − 1 + 4 = 4 − 1 − 0

(l) B5 ∼2.84 kbps ±3.17

Figure 4.3 Six stable patterns B̄0..5 and six changing patterns B0..5 created with ModelB [45]

in the network conditions by moving between states 2, 3 and 4 almost surely (∼2.7
kbps on average). B4 is a slightly modification of B3 shifting equal probabilities to
the states 5, 4 and 3 resulting in 4.8 kbps (Figure 4.3j), and B5 has equal probabilities
(1/6) for all states with about 2.8 kbps on average (Figure 4.3l). These patterns create
the foundation to generate more elaborated patterns of data rate change to quantify
the robustness of tactical systems and thus will be re-used in the following chapters.

4.1.2 Basic morphisms among patterns

Now, let us reuse the foundations from the last section to introduce three basic
procedures to morph different patterns into each other (Section 4.1.2). As referring
to Section 2.3 this concept is inspired by the metamorphosis of images in the work
of M.C. Escher and thus, the functions enable us to define different instances of the
nested MC (Figure 4.1) to combine different patterns of change (Section 4.1.2.2) or
to create loops among two or more patterns of change (Section 4.1.2.3). The first and
third procedure can be interpreted as a control mechanism to “tame the randomness”
in the outer MC ofModelB by enforcing a specific sequence of transformations among
patterns. For example, we can combine the twelve exemplary patterns in Figure 4.3
using mathematical relations. The idea behind this concept is to increase our control
over both complexity and variation in these patterns of change to define experiments
whose complexity also changes as a function of time.

4.1.2.1 An isomorphism among patterns

The very first morphism θT among patterns defines an isomorphism that transforms
one pattern Pm into another pattern Pm+1 such that m,m + 1 ∈ {0, . . . ,M − 1},
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5 5= 4− 4= 4= 4= 4= 4= 3− 3=

4 = 4 + 5 − 4 = 4 − 3 = 3 = 3 + 4 − 2 +

3 + 5 − 3 + 4 + 5 − 3 − 0 + 5 − 3 = 3 =

3 − 2 + 5 − 4 + 5 − 3 = 3 − 1 + 5 − 3 =

3 − 2 + 4 − 3 + 5 = 5 = 5 − 1 + 5 − 4 −

3 + 5 − 2 + 4 = 4 − 2 + 4 − 1 = 1 = 1 −

0 + 4 + 5 − 3 − 0 = 0 + 3 − 0 + 1 = 1 +

4 − 2 = 2 − 1 = 1 + 2 + 4 − 2 + 4 − 2 +

4 − 1 + 4 − 3 + 5 − 2 + 3 − 2 − 1 = 1 +

5 − 2 + 4 − 0 + 5 − 2 − 1 + 4 − 1 + 3 +

4 − 0 + 1 − 0 + 4 − 1 + 2 = 2 − 1 = 1 +

2 − 0 + 1 + 2 = 2 + 3 − 2 + 5 − 4 − 1 =

1 − 0 + 2 = 2 − 0 + 1 + 3 − 1 + 2 = 2 −

0 = 0 + 2 − 1 = 1 − 0 = 0 + 2 − 1 − 0 +

1 + 2 = 2 = 2 = 2 + 3 − 0 + 1 + 2 − 1 =

1 − 0 + 4 − 2 = 2 = 2 − 0 = 0 = 0 = 0 +

1 + 2 = 2 = 2 = 2 − 0 + 2 − 1 = 1 − 0 +

1 + 2 − 1 = 1 − 0 + 1 − 0 + 2 − 1 − 0 +

2 = 2 − 1 = 1 + 2 = 2 − 0 + 1 − 0 + 1 −

0 = 0 + 1 = 1 = 1 − 0 + 1 − 0 = 0 = 0

(a) T1 ∼2.34 kbps ±2.81

4 3− 2− 3+ 4+ 2− 3+ 4+ 4= 2−

3 − 2 = 2 + 3 + 4 = 4 − 3 + 4 − 2 + 3 −

2 = 2 = 2 + 4 − 2 = 2 − 0 + 2 + 3 + 4 =

4 = 4 − 3 − 2 + 3 = 3 − 0 + 4 − 2 + 4 −

3 + 4 − 3 − 2 + 4 − 3 = 3 + 4 − 3 = 3 =

3 = 3 = 3 = 3 − 2 = 2 + 3 − 2 + 4 − 3 −

2 + 3 = 3 + 4 − 3 − 0 + 3 − 2 + 3 + 4 −

2 + 3 − 0 + 3 − 2 + 4 = 4 − 2 = 2 = 2 =

2 − 0 + 3 − 0 + 3 − 2 + 4 − 2 + 3 = 3 =

3 = 3 + 4 − 2 − 0 + 3 = 3 = 3 = 3 − 2 +

3 − 2 = 2 + 4 − 0 + 2 − 0 + 3 = 3 = 3 −

0 = 0 + 2 + 3 − 2 = 2 + 3 − 2 − 0 + 2 −

0 + 4 − 2 = 2 = 2 = 2 + 4 − 0 + 3 = 3 =

3 − 0 + 2 + 3 − 2 + 3 − 2 + 4 − 3 − 2 −

0 + 3 − 2 = 2 = 2 = 2 = 2 − 0 + 3 − 2 −

0 = 0 + 3 = 3 − 2 − 0 + 3 − 0 = 0 = 0 =

0 + 3 = 3 − 0 = 0 + 2 = 2 = 2 = 2 − 0 +

2 − 0 + 2 = 2 = 2 − 0 + 2 − 0 = 0 + 2 −

0 = 0 + 3 − 2 + 3 − 0 = 0 = 0 = 0 + 2 −

0 + 3 = 3 − 2 − 0 + 2 − 0 = 0 + 3 = 3

(b) T2 ∼3.61 kbps ±2.94

Figure 4.4 Two transformations T1 and T2 [45]

given the number of cross-distributions δ(t) > 1 for the state transition at time
t ∈ T. In the very first instance, let T ∈ N be the time horizon of a communication
scenario C defined using ModelB and assume that P = {P1, P2} ∈ N , meaning
that the outer MC of ModelB has 2 different states Souter = s1 = P1, s2 = P2. We
consider this simplified case since we can apply the transformation, described in the
following paragraph, successively to each consecutive pair of patterns resulting in a
generalization for communication scenarios consisting of arbitrary many patterns.

Given the number δ = δ(t) > 1 of cross-distributions BT1 , . . . , BTδ for transforming
P1 into P2 and a function Λtrans : {1, . . . , δ} → N defining the length of the pat-
tern sampled from the respective cross-distribution, the goal is to extend function
θ to a function θT , which includes the patterns introduced by cross-distributions
BT1 , . . . , BTδ . In the following, the patterns PT1 , . . . , PTδ defined using the trans-
formation matrices BT1 , . . . , BTδ are called hidden patterns of ModelB, since they
will be added to the description of the network conditions of the communication
scenario N or more precise to the set of patterns P ∈ N , but they are hidden in the
state space Souter of ModelB. Instead, the information about the state transition is
encapsulated in function θT , which reduces the complexity of ModelB without losing
any information about MC Youter.

The idea for morphing one pattern of change into another is to increase or decrease
the average link data rate incrementally. This is done by shaping the probabilities in
distribution B1 of pattern P1 to become the probabilities of B2 using BT1 , . . . , BTδ−1

cross-distributions. The cross-distribution matrices are computed by calculating
B2 − B1 and dividing the result by the number of steps (δ(t) + 1 > 1) as defined
in Equation 4.5 and vice-versa. The resulting transformation matrix BTranst can
be added δ(t) times to define the cross-distributions PT1 , . . . , PTδ and transform B1
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into B2. For example, Figure 4.4a plots the sequence of states starting with the
probability distribution from B4, which is transformed into B0 in 8 steps (δ(1) = 7,
and the resulting BTrans1 is shown in (4.6)); i.e. for each two lines in the figure
we changed the initial matrix B4 towards transforming it into the B0 matrix. This
process degraded the link data rate as a function of time.
Lemma 4.1.6. Let θ : T → P, δ : t → N be the number of cross-distributions for
morphing Pθ(t) into Pθ(t+1), BTranst the transformation matrix from Def. 4.1.7 and
ΛT : t → N the distribution describing the sequence length of the transformation,
then θ can be extended to a mapping including the transformation Pθ(t) into Pθ(t+1)
by defining:

θT (t) := (t, δ(t), BTranst ,ΛT (t), Bθ(t)). (4.4)

Proof. The proof follows from the construction described in the last paragraph.

This process can be generalized to work for arbitrary patterns being part of the
network conditions N = ( ~X0, S,P , θ,Λ,T,Σ). As mentioned before, θ is a function
mapping each time step t to the index of a pattern Pm ∈ P , meaning that θ rep-
resents the state transitions of the outer MC of ModelB. Using Def. 4.1.7 we can
extend θ to be a mapping θT : t ∪ {0} → (t, δ(t), BTranst , λT , Bθ(t)) encapsulating
the knowledge for morphing Bθ(t) ∈ Pθ(t) into Bθ(t+1) ∈ Pθ(t+1) in the parameters
BTranst , δ(t) and λT . The only requirement that must be fulfilled is that the 5-tuples
(t, δ(t), BTranst , λT , Bθ(t)) are well defined before creating the experiment. This can
be ensured by defining the number of cross-distributions δ(t) and the number of
samples per cross-distribution ΛT (t) and creating the transition matrices BTranst for
each point in time t ∈ T afterwards.
Definition 4.1.7. Let θ : T → {0, . . . ,M − 1} and Bθ(t) ∈ Pθ(t), Bθ(t+1) ∈ Pθ(t+1)
the state transition matrices of the both patterns Pθ(t) and Pθ(t+1) respectively. Then
the pattern transition matrix BTranst that can be added δ(t) > 0 times to define the
cross-distribution PT1 , . . . , PTδ morphing Bθ(t) into Bθ(t+1) is defined by:

BTranst = Bθ(t+1) −Bθ(t)

δ(t) + 1 (4.5)

More precisely, one can generate the set of cross-distributions BT1 , . . . , BTδ trans-
forming Bθ(t) ∈ Pθ(t) into Bθ(t+1) ∈ Pθ(t+1) by adding BTranst δ(t) + 1 times to Bθ(t).
Assuming that Σ is the sequence of data rate changes of N up to time t, we can
concatenate Σ with the sequences σT1 , . . . , σTδ sampled from BT1 , . . . , BTδ to update
the sequence representing the network conditions N . In the case, that no cross-
distributions are desired we can reduce the model to behave like its initial version
by setting δ(t) = 0 and BTranst = Bθ(t+1) − Bθ(t). Note, that we assume that ΛT (t)
always includes the sample size of the target pattern and that (0, 0, 0, λ(1), Bθ(1))
defines the first transformation with ΛT (0) = Λ(1), meaning that we sample exactly
Λ(1) states from the first pattern Pθ(1), without any transformation.
This transformation process can also be interpreted as function φT extending the
communication scenario to include the morphisms of Pt into Pt+1 defined by θT
for each point t ∈ T. Algorithm 3 shows an exemplary implementation of the
transformation function φT assuming that we can access the patterns in P and their
components using a key-value data structure.
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BT1



0 1 2 3 4 5
0 −.08375 .08375 0 0 0 0
1 .04125 .0825 −.00125 −.04 −.04125 −.04125
2 .04125 .0825 −.00125 −.04 −.04125 −.04125
3 .04125 .0825 −.00125 −.04 −.04125 −.04125
4 .04125 .0825 −.00125 −.04 −.04125 −.04125
5 .04125 .0825 −.00125 −.04 −.04125 −.04125


BT2



0 1 2 3 4 5
0 +1 0 0 0 −1 0
1 +1 0 0 0 −1 0
2 +1 0 0 0 −1 0
3 +1 0 0 0 −1 0
4 +1 0 0 0 −1 0
5 +1 0 0 0 −1 0


(4.6)

Definition 4.1.8. Let C = ( ~X0, S,P , θ,Λ,T,Σ) be a communication scenario and
θT : t → (t, δ(t), BTranst ,ΛT (t), Bθ(t)) the extension of the transformation function θ
as referring to Definition 4.1.7. Then

φT : ( ~X0, S,P , θ,Λ,T,Σ) −→ ( ~X0, S,P , θT ,ΛT ,T,Σ) (4.7)

transforms a communication scenario to include transformations defined by θT .

Definition 4.1.9 (Communication scenario including transformations). We call a
communication scenario C a “communication scenario including transformations”,
if θ ∈ N is extended to θT and thus P = {(t, δ(t)), BT ,ΛT (t), Bθ(t)}t∈T.

Once θ is extended to θT and the set of patterns is defined as in Definition 4.1.9, the
communication scenario is called a “communication scenario including transforma-
tions”. Again, one can sample a sequence of patterns Σ = {σ1 = X1, ..., σT = XT},
characterizing the network conditions of an experiment including transformations,
by using the sample and update functions φsample and φupdate respectively. This is
done by slightly changing the SampleAlgorithm (Algorithm 2) to work with input
parameters ( ~X0,P , θT ,ΛT , λ, seed).

Input: P , θ, δ,ΛT ,T
Output: P , θT

Initialization :
1: B ← {Bθ(1), . . . , Bθ(T )}
2: for t ∈ T do
3: BTranst ← (B[t+ 1]− B[t]) / (δ(t) + 1)
4: if (δ(t) > 1) then
5: for (j = 1 to δ(t)) do
6: θT (t) ← (t, δ(t),BTranst ,ΛT (t),B[t])
7: PT ← PT ∪ {(t, δ(t),BTranst ,ΛT (t),B[t])}
8: end for
9: else

10: θT (t) ← (t, 0, (B[t+ 1]− B[t]) ,ΛT (t),B[t])
11: PT ← PT ∪ {(t, 0, (B[t+ 1]− B[t]) ,ΛT (t),B[t])}
12: end if
13: end for
14: P ← PT
15: return P , θT
Algorithm 3 : PatternTransformation [45]
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Another way of morphing one pattern into another is to use a predefined transforma-
tion matrix, like BT2 in (4.6), to transform the underlying probability distribution
of one pattern to become the distribution of the second one. The only restriction
on the transformation matrix is that it is symmetric, meaning that the result after
each application is a stochastic matrix again (the lines sum up to one). In this case,
δ(t) can be interpreted as scaling factor controlling the speed of the transformation.
More precisely, we divide BTranst by δ(t) as defined in Equation 4.8. Thus, Bθ(t+1)
represents the transformed matrix at time t+ 1, Bθ(t) is the probability distribution
matrix at time t, BTranst is the predefined transformation matrix, and δ(t) defines
the number of cross-distributions used to morph Bθ(t) into Bθ(t+1). An example sce-
nario, illustrating how the matrix BT2 (Equation 4.8) can be used to increase the
probability of state 0 and decrease the probability of state 4 is shown in Figure 4.4b.
In this figure, we observe several appearances of state 4 (light green) in the begin-
ning (bottom rows), which are incrementally replaced by state 0 (red), while moving
forward in time, therefore, also degrading the link data rate as a function of time.

Bθ(t+1) = Bθ(t) + BTranst
δ(t) + 1 (4.8)

4.1.2.2 Jumps among patterns

The above section demonstrated how to gain control of the outer MC by using func-
tions θ and θT morphing one pattern into another. Another way of generating the
network conditions is to trade control of the model for complexity of the generated
network conditions by "jumping" from one probability distribution into another. In
this case, the model follows the distribution of the transition matrix Bouter coupled
with the distributions of the patterns defining the inner MC. The resulting model
ModelB(T,P ,Bouter, λ) is illustrated in Figure 4.1. In this case, the first pattern
defining state zero follows the distribution of B̄0 (static pattern), the next one fol-
lows the distribution of B1 and so on until state five defining the pattern distributed
by B̄5; these transition matrices were previously defined in (Equation 4.1) and plot-
ted in Figure 4.3. Therefore, the probability distributions in (Equation 4.1) are
used by the update function φupdate as defined in Equation 4.9. For example, given
that the outer MC is in state Xt = si and two random numbers x1, x2 ∈ [0, 1], the
next state Xt+1 = sj is computed by determining the next step transition matrix
Bθ(t+1) ∈ Pθ(t+1) matching x2 and the probability intervals from the Bouter distribu-
tion and calling the update function φupdate with sampling parameter x1, transition
matrix Bθ(t+1) and time distribution λt+1 afterwards. This is called in-homogeneous
MC, because the probability distribution may change as a function of time (i.e.
t ∈ T = 1, . . . , T ) [29].
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φouter(si, x1, x2;Bouter, λ) =



φupdate(si, x1, B1, λt+1), for x2 ∈ [pi0, pi1)
...
φupdate(si, x1, Bm, λt+1), for x2 ∈ [pim−1, pim)
...
φupdate(si, x1, BM , λt+1), for x2 ∈ [piM , 1]

(4.9)

Given a set of patterns P = P1, . . . , PM and the corresponding transition matrices
B1, . . . , BM , an initial state vector ~X0 and time distribution λ ⊆ N the sequence
of states Σ = {σ1, . . . , σT} over time T = {1, . . . , T} following the in-homogeneous
model ModelB(B, T, λ) can be computed by first sampling |T | transition matrices
using distribution Bouter and applying the Sample algorithm (Alg. 2) afterwards. To
this end, let Bm ∈ Pm be the transition matrix sampled at time t, then θ(t) is set
to m guaranteeing that θ is a well defined mapping T → {0, . . . ,M − 1} after the
sampling process.

Moreover, we define δ : T→ {1} to be the simple mapping δ(t) = 1 ∀t ∈ T. That is,
the process will change the state distribution in one step that we call “jump”. Now,
we can apply Sample algorithm (Alg. 2) with input ( ~X0,P ,θ,Λ, T , λ) and a random
seed to get a sequence Σ representing “jumps” among patterns B = B1, . . . , BM

Input: ~X0, P , Λ, Bouter, θ, T , λ, seed
Output: Sequence of states Σ = {σ1 = X1, ..., σT = XT}
Initialization :
B ← {B1, . . . , Bm, . . . , BM} s.t. Bm ∈ Pm ∈ P
M ← |B|
m ← randomNumber(seed, min=1, max=M)
Bt ← B[m]
~Xinh ← ~0
~Xinh[m] ← 1
θ(1) ← m
for t = 1 to T do
x ← randomNumber(seed, min=0, max=1)
~Xinh ← ~Xinh ∗Bouter
for i = 0 to M − 1 do
if ( ~Xinh[i] == 1) then
θ(t) ← i

end if
end for
δ(t) ← 1

end for
Σ ← Sample( ~X0,P , θ,Λ, T, λ, seed)
return Σ

Algorithm 4 : Jump [45]
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5 5= 5= 5= 5= 5= 5= 5= 5= 5=

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 =

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 − 4 + 5 −

4 + 5 = 5 = 5 = 5 = 5 = 5 − 4 + 5 − 3 +

4 = 4 − 3 = 3 + 4 − 3 = 3 = 3 + 5 − 3 =

3 = 3 + 4 = 4 = 4 − 3 − 2 + 4 = 4 = 4 −

3 + 4 − 3 = 3 − 2 = 2 + 4 = 4 − 3 − 2 +

4 = 4 = 4 − 2 + 4 − 3 + 4 = 4 = 4 − 2 +

3 = 3 = 3 + 4 − 3 − 1 + 2 − 1 + 3 − 1 +

3 − 1 + 2 − 1 + 2 + 3 = 3 = 3 − 2 = 2 =

2 = 2 = 2 − 1 + 3 − 2 + 3 − 2 − 1 + 2 −

1 + 2 = 2 = 2 − 1 + 2 = 2 = 2 − 1 + 2 −

1 + 2 = 2 = 2 = 2 = 2 − 1 + 2 − 1 + 2 =

2 − 1 + 2 = 2 = 2 − 1 = 1 + 2 = 2 = 2 −

1 = 1 = 1 − 0 + 1 − 0 + 1 = 1 = 1 = 1 −

0 + 1 − 0 + 1 − 0 + 1 − 0 + 1 = 1 − 0 +

1 = 1 = 1 = 1 = 1 = 1 = 1 = 1 − 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0

(a) J1 ∼2.98 kbps ±3.46

4 5+ 4− 5+ 5= 4− 4= 4= 3− 5+

4 − 3 + 4 = 4 = 4 = 4 + 5 = 5 = 5 = 5 −

4 = 4 = 4 − 3 + 4 = 4 − 3 + 4 = 4 − 3 =

3 − 2 = 2 + 4 − 3 − 2 + 3 + 4 = 4 − 3 −

2 = 2 + 3 − 1 + 3 − 1 = 1 + 2 + 3 − 2 −

1 + 2 = 2 = 2 + 3 = 3 − 1 + 2 − 1 + 3 −

2 = 2 = 2 − 1 + 2 = 2 = 2 = 2 − 1 + 2 +

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 −

2 = 2 = 2 = 2 = 2 = 2 = 2 − 1 + 2 = 2 +

3 + 4 − 2 + 3 − 2 = 2 + 3 − 2 = 2 + 3 =

3 + 5 − 4 = 4 = 4 = 4 = 4 − 3 + 4 + 5 −

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 +

1 + 3 − 1 = 1 + 2 − 1 + 3 − 2 = 2 + 3 −

2 + 3 − 2 = 2 = 2 = 2 + 3 = 3 − 2 = 2 +

5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 = 5 −

2 + 3 + 4 − 3 − 2 = 2 + 3 = 3 + 4 − 2 =

2 = 2 = 2 = 2 = 2 − 1 + 2 = 2 = 2 = 2 −

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 +

2 = 2 + 4 − 2 = 2 + 3 + 4 − 2 + 4 − 3 =

3 + 4 = 4 − 3 + 4 − 2 = 2 + 4 = 4 = 4

(b) J2 ∼3.19 kbps ±3.09

Figure 4.5 Two jumps J1 and J2 [45]

defined in φouter (Equation 4.9). For the sake of completeness, however, it should be
noted that we could also generate “smooth jumps” among patterns by applying φT
(Alg. 3) before we use the Sample algorithm (Alg. 2).

An algorithm returning a sequence Σ distributed according to the nested MC shown
in 4.1 is given in Alg. 4. Using an initial vector ~X0, a set of patterns P with length Λ,
the transition matrix for the outer MC Bouter, a place holder for function θ, the max-
imum number of time steps T of the experiment, a time distribution λ for the step
length of the system states and a random seed as input, these algorithm computes
the network changes of a communication scenario “jumping” between distributions.
Using this inputs the algorithm computes Σ by first sampling T transition matrices,
updating θ and calling the Sample algorithm (Alg. 2) as described before.

Figure 4.5a illustrates the output of the "jump" function, plotting a sequence of
states J1 starting with the best conditions in B̄5(green) and goes towards B̄0(red) jump-
ing (every three lines) through B4, B3, B2 and B1 in this sequence. Thus, using a
deterministic way of choosing stochastic patterns. This model can also create ex-
treme variations in the link data rate by using another MC to define the probability
distribution for state update. For example, using equal probabilities among the six
states (say from B5 in (4.1)) one can create the sequence of states in Figure 4.5b,
where each line was generated by a different probability distribution; let us call it
J2 to differentiate from the first example J1.

4.1.2.3 Loops among patterns

As explained in Section 2.3 the stochastic model and also the functions for transform-
ing patterns into each other are inspired by the art of M.C. Escher and in particular
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3 4+ 3− 5+ 3− 3= 5+ 5= 3− 3=

4 + 5 − 3 + 5 − 4 = 4 + 5 − 1 + 5 − 3 =

3 − 1 + 4 − 0 + 3 + 4 − 3 = 3 + 5 − 4 −

3 + 5 − 4 + 5 − 3 + 5 − 4 = 4 − 1 = 1 +

3 + 5 − 4 = 4 + 5 − 4 + 5 = 5 − 0 + 1 =

1 + 4 − 1 = 1 = 1 + 4 − 3 = 3 + 4 + 5 −

0 + 4 − 0 + 5 − 1 + 4 − 0 + 4 − 1 = 1 +

5 − 1 = 1 + 3 + 5 − 1 = 1 − 0 + 4 − 0 =

0 + 1 + 5 − 1 = 1 = 1 + 5 − 0 + 1 = 1 =

1 = 1 − 0 = 0 = 0 + 1 = 1 = 1 − 0 + 4 −

1 + 3 − 1 = 1 = 1 = 1 + 3 − 1 = 1 = 1 +

3 + 5 − 1 = 1 + 4 − 0 + 1 = 1 − 0 = 0 +

1 + 5 − 0 + 3 − 0 + 3 = 3 + 5 − 4 − 3 =

3 − 1 + 5 = 5 − 4 − 1 + 3 = 3 + 4 − 0 +

1 + 4 − 1 = 1 + 5 = 5 − 4 + 5 − 4 + 5 −

4 − 3 = 3 + 5 = 5 = 5 − 4 + 5 − 4 + 5 =

5 − 3 = 3 + 4 + 5 = 5 − 1 + 3 + 4 − 3 =

3 + 4 − 3 + 4 − 3 + 4 + 5 − 4 = 4 − 3 +

4 + 5 = 5 − 3 + 5 − 4 = 4 + 5 = 5 − 3 =

3 + 4 + 5 − 3 = 3 = 3 = 3 = 3 + 4 + 5

(a) L1 ∼3.19 kbps ±3.09

5 4− 4= 3− 5+ 5= 5= 1− 4+ 4=

4 = 4 + 5 − 4 − 3 = 3 + 4 − 3 − 0 + 5 =

5 − 0 + 5 − 3 − 0 + 3 + 4 − 3 + 5 − 4 +

5 = 5 − 3 + 5 − 0 + 4 + 5 − 0 + 5 − 0 +

2 + 3 = 3 + 4 − 0 + 3 + 4 + 5 − 3 − 1 +

4 − 0 = 0 = 0 = 0 = 0 + 5 − 0 + 5 = 5 −

3 + 5 − 0 = 0 = 0 + 4 − 0 = 0 = 0 = 0 =

0 + 3 − 0 + 5 − 0 + 5 − 0 + 5 − 0 = 0 +

3 − 0 + 5 − 0 = 0 = 0 = 0 + 3 − 0 = 0 =

0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 = 0 =

0 + 5 − 0 = 0 = 0 = 0 = 0 + 4 − 0 = 0 =

0 = 0 = 0 = 0 + 4 − 0 = 0 = 0 = 0 = 0 +

5 − 0 + 4 = 4 + 5 = 5 = 5 − 4 + 5 − 3 +

5 − 3 + 4 = 4 − 0 + 3 − 0 + 4 + 5 − 3 −

1 − 0 + 5 − 0 + 5 − 3 − 0 = 0 + 3 + 4 −

0 = 0 + 4 − 3 + 4 + 5 = 5 = 5 − 3 + 5 −

0 + 4 = 4 + 5 = 5 − 4 − 3 = 3 + 4 = 4 =

4 − 2 + 4 − 3 + 5 − 4 + 5 = 5 − 3 = 3 +

4 + 5 − 3 = 3 + 5 − 4 + 5 − 4 + 5 − 4 =

4 = 4 = 4 = 4 + 5 = 5 = 5 − 4 + 5 = 5

(b) L2 ∼3.87 kbps ±3.80

Figure 4.6 Two loops L1 and L2 [45]

by his metamorphosis work. In the case of modeling network scenarios, the functions
φT and φsample are the basic foundations to create loops of patterns morphing one
probability distribution into another one. The construction of such a metamorphosis
goes as follows. Assuming that the start and end pattern P = {P0, P1}, the func-
tion for the pattern length ΛT and the function δ : T → N for the number of cross
distributions of the metamorphosis is given, one can call the Pattern Transforma-
tion algorithm (6) to transform P0 to P1 (in δ(1) steps) and vice versa (δ(2) steps).
Finally the sequence of data rates can be computed using the Sampling Algorithm
(Alg. 2).

As a result, the morphism starts with the first pattern and subsequently transforms
one cross-distribution into the next until the transformation stops at the target
pattern. Then, it gets back to the initial pattern by inverting the whole process.
Moreover, we can create loops using “jumps” earlier defined in Section 4.1.2.2, but
in this case we observe abrupt changes in the link data rate as illustrated by J2 in
Figure 4.5b. This is because each transition morphing one probability distribution
into the next one is done in one single step.

Two exemplary loop scenarios with 200 states are shown in Figure 4.6. The first
one morphing from B4 to B1 and back to B4 and the second one replacing B1 by
B̄0. Comparing both scenarios, we observe that replacing B1 by B̄0 results in more
frequent link disconnections in the middle of the scenario. We will discuss the effects
of these series of frequent disconnections (red area in the plot) on the performance
of the TS later in Section 5.
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4.2 ModelB∗: Enhancing the stochastic ModelB
The following section enhances ModelB to a multi-agent model, called ModelB∗ .
Thus, the enhancement is broken down into two steps: First, we provide an en-
hancement of ModelB based on the theory of OT, thus facilitating smoother pat-
tern transitions by finding the most efficient way to move the mass distribution of
one pattern into another. Moreover, this enhancement enables us to transform the
Markov model ModelB∗ to a MDP to automate the experiment generation process.
Second, we introduce the multi-agent ModelB∗ composed of two agents, one solving
the MDP to create link data rate changes defining the network conditions of the
tactical system and a second intelligent agent learning the distribution of the TtR
after unplanned link disconnections, thus introducing a first metric to measure the
robustness of the system in the worst-case scenario.

4.2.1 Optimal transport and Wasserstein transformation

The motivation for enhancing ModelB based on OT comes from the fact that from
solution of the OT problem we get two main aspects: First, defining and solving the
OT introduces a metric to the underlying problem space. This metric, also called
Wasserstein distance, measures the similarity between different patterns even for
smallest perturbations in the respective distributions. Second, the optimal mapping
(OT matrix, Monge mapping) describes the correspondence between arbitrary many
patterns. Combining both, OT enables us to transform one pattern of data rate into
another by moving a minimum amount of mass with respect to the underlying prob-
ability distribution. Exploiting this fact, we can use barycentric interpolation to
generate a set of cross-distributions fulfilling a nearest neighbour property with re-
spect to the Wasserstein distance and thus defining the patterns smoothly morphing
one pattern of data rate change into another one. This can be seen as a more natural
way than using the transformation function in Section 4.1 and offers the advantage
that we can analyze the changes in the network while morphing two patterns at
arbitrary scale. One exemplary approach making this happen is shown in Section .
Then, Section 4.2.2 shows how we can apply this approach to define a multi-agent
model to measure the robustness of tactical systems by computing the distribution
of the TtR IP data flows after unplanned link disconnections.

4.2.1.1 Theoretical foundations

The following section describes the theoretical foundations and also the application
of OT to solve Problem B. This theoretical digression follows Chapter 2 of [61] and
will be applied to enhance ModelB afterwards. Since the theory of OT is well studied
and also the notations are generalized, we do not claim any rights on the contents
of this section.
Let us start, defining the probability simplex ∆n for the histogram or probability
vector a ∈ ∆n as

∆n :=
{
a ∈ R :

n∑
i=1

ai = 1
}
. (4.10)
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Since ModelB is defined as a discrete MC, created to generate ever-changing se-
quences of data rates, this theoretical part focuses on OT for discrete measures.
Nonetheless, it can also be expanded to the continuous case. So let δx be the Dirac
at position x, then a discrete measure with weights a and locations x1, . . . , xn ∈ X
on space X reads

α =
n∑
i=1

aiδxi . (4.11)

Moreover, force a ∈ ∆n and a > 0, meaning that Equation 4.11 defines a positive
probability measure. Now, we can define the optimal assignment problem and, based
on this, theMonge problem between discrete measures. To this end, let (Ci,j)i∈[n],j∈[n]
be a cost matrix, then the goal of the optimal assignment problem is to find a
bijection p̂ fulfilling

min
p̂∈Perm(n)

1
n

n∑
i=1

Ci,p̂(i), (4.12)

where Perm(n) is the set of permutations over n elements. Now, the idea of the
Monge transportation problem [55] for discrete measures is to find a map that pushes
the mass of α from point xi towards the mass of β at point yj. More formal, the
goal is to find a map T : {x1, . . . , xn} → {y1, . . . , ym} s.t.

∀j ∈ [m],bj =
∑

i:T (xi)=yj

ai = β = T#α. (4.13)

Moreover, the mapping has to fulfill the condition to minimize the transportation
cost as referring to the assignment problem c(x, y) defined on (x, y) ∈ X × Y

min
T

{∑
i

c(xi, T (xi)) : T# = β

}
. (4.14)

If the values for x and y are distinct, we can encode the the Monge map by defining
the permutation operator p̂ : [n]→ [m] s.t. j = p̂(i) and the mass conservation by

∑
i∈p̂−1(j)

ai = bj. (4.15)

The assignment problem in Equation 4.12 can be seen as special case of the Monge
problem with cost matrix Ci,j := c(xi, yj), when n = m and ai = bj = 1

n
. This is,

because Equation 4.15 implies that T is a bijection fulfilling T (xi) = yp̂(i).

Now, the point is that in practice both problems have its drawbacks. The assignment
problem with its formulation as permutation problem can only be used to compare
uniform histograms fulfilling n = m. For the generalized Monge problem (4.13), the
formulation can be degenerate meaning that there is no feasible solution satisfying
Equation 4.15. Moreover, since the assignment problem is combinatorial and the
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set of feasible solutions of the Monge problem is non-convex, both problems are
computational cost intensive and difficult to solve.

For this reason, Kantorovich [33] introduced a relaxed formulation of the Monge
problem. To this end, he weakened the condition that one point xi can be assigned
to one point yp̂ or T (xi) only by allowing that the mass at point xi can be dis-
tributed across multiple locations of the target distribution. The idea is that mass
transportation becomes probabilistic by splitting the mass over several targets, in-
stead of being deterministic. To do so, Kantorovich replaces the permutation p̂ or
map T by a matrix P ∈ Rn×m+ describing the mass moving from xi to yj. One can
define the set of admissible coupling matrices U(a,b) by

U(a,b) :=
{
P ∈ Rn×m+ : P1m = a and PT1n

}
. (4.16)

This set is bounded, because it has to fulfill n + m equality constraints and as a
result it is a convex polytope comparing to the Monge problem, where the set of
feasible solution was non-convex. Moreover, the Kantorovich formulation is always
symmetric, because a coupling matrix P is in U(a,b) if and only if PT is in U(b, a).
Following this ideas Kantorovich’s optimal transport problem (OT) is to find a
coupling matrix P ∈ U(a,b) such that

LC(a,b) := min
P∈U(a,b)

〈C,P〉 :=
∑
i,j

Ci,jPi,j, (4.17)

which is a linear program, meaning that its optimal solutions are not necessarily
unique.

Now, the Kantorovich relaxation can be applied to discrete measures α, β as intro-
duced in Equation 4.13. To this end, we define the matrix C to hold the pairwise
costs between the locations xi and yj, namely Ci,j := c(xi, yj) and

LC(α, β) := LC(a,b). (4.18)

This is what we refer to as the Kantorovich formulation of optimal transport between
discrete measures. The problem can also be reinterpreted using random variables
meaning that Problem 4.18 is equivalent to
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LC(α, β) := min
(X,Y )

{
E(X,Y )(c(X, Y )) : X ∼ α, Y ∼ β} (4.19)

In the probabilistic interpretation of the problem the tuple (X, Y ) is defined over
the space X × Y . Moreover, the law of X must be α and the law of Y must be β
respectively. As a result, the law of the tuple (X, Y ) then is π ∈ U(α, β) ∈ X × Y .

4.2.1.2 Metric properties of optimal transport (OT)

One of the most important properties of OT is that it “lifts” a distance between bins
to a metric between histograms on that bins, given that the matrix C fulfills some
constraints. In the simplest case the matrix C is fixed, meaning that it holds the
pairwise costs between bins to be compared. Following [68], it can be shown that
OT introduces a distance between the histograms defined on that bins.

Proposition 4.2.1 (Wasserstein distance between discrete measures [61]). Suppose
n = m and for some p ≥ 1, C = Dp =

(
Dp
i,j

)
i,j
∈ Rn×n+ , s.t. D ∈ Rn×n+ is a distance

on [n], i.e.

(i) Rn×n+ is symmetric;

(ii) Di,j = 0 if and only if i = j;

(iii) ∀ (i, j, k) ∈ [n]3,Di,k ≤ Di,j + Dj,k

Then
Wp(a,b) := LDp(a,b)

1
p (4.20)

defines the p-Wasserstein distance on ∆n, meaning that it fulfills conditions (i)-(iii).

Proof. A detailed proof can be found in [61].

2 0 2 4 6
2

1

0

1

2

3

4

5

6
Source and target distributions

Source samples
Target samples

(a) Empirical source and target distribution

0 10 20 30 40

0

10

20

30

40

Cost matrix M

(b) OT cost matrix

Figure 4.8 2D optimal transport problem between two empirical distributions

Moreover Prop. 4.2.1 can be generalized to work for arbitrary measures
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Proposition 4.2.2. Assume X = Y and that there exists p ≥ 1 s.t. c(x, y) =
d(x, y)p. Here, d is a distance defined on X , i.e.

(i) d(x, y) = d(y, x) ≥ 0;

(ii) d(x, y) = 0 iff x = y;

(iii) ∀(x, y, z) ∈ X 3, d(x, z) ≤ d(x, y) + d(y, z).

Then the p-Wasserstein distance on X is defined as

Wp(α, β) := Ldp(α, β)
1
p . (4.21)

Since Wp(α, β) is a distance it is symmetric, non-negative, Wp(α, β) = 0 iff α = β
and Wp satisfies the triangle inequality

∀(α, β, γ) ∈M1
+(X )3,Wp(α, γ) ≤ Wp(α, β) +Wp(β, γ). [61] (4.22)

It should be noted, that the Wasserstein distance has many significant properties.
For this study, the most important is that Wp is a weak distance meaning that it
allows to compare singular distributions as discrete ones. More formal this means
that for any p > 0, Wp

p (δx, δy) = d(x, y). Another consequence is that we have
U(δx, δy) = {δx,y} and thus the Kantorovich problem in Equation 4.17 has only
one feasible solution Wp

p (δx, δy) = (d(x, y)p)
1
p = d(x, y). As a result, Wp fulfills

Wp(δx, δy) → 0 if x → y, which means that Wp can be used to quantify the weak
convergence (Def. 4.2.3).

Definition 4.2.3 (Definition of Weak Convergence [61]). Let X be a compact do-
main, then a sequence (αk)k converges weakly to α inM1

+(X ), αk ⇀ α iff
∫
X gdαk →∫

X gdα holds for any continuous function g ∈ C(X ).

4.2.1.3 Entropic regularization and Sinkhorn algorithm

This section introduces numerical schemes to solve the Kantorovich problem stated
in Equation 4.18 approximately. The idea is to add an entropic regularization
penalty to the Kantorovich problem, which allows to find an optimal solution for
the regularized problem by using an alternate minimization scheme, which consists
of simple matrix-vector products.

To this end, let P be a coupling matrix of the optimal transport problem 4.17. The
discrete entropy of P can be defined as

H(P) :=
∑
i,j

Pi,j (log(Pi,j)− 1) . (4.23)

Moreover, define H(a) = −∞ if there exist an entry aj of P with aj ≤ 0. Since
∂2H(P) = −diag( 1

Pi,j ) and Pi,j ≤ 1, the entropy function is strongly concave. Now,
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one can add the negative of H as regularization term to the Kantorovich formulation
of optimal transport to get approximate solutions for the original optimal transport
problem in Equation 4.18:

LεC(a,b) := min
P∈U(a,b)

〈P,C〉 − εH(P). (4.24)

This problem has a unique solution, because the objective function LεC(a,b) is ε-
strongly convex. The entropic regularization term can geometrically be interpreted
as pushing the original solution away from the boundary toward an entropic center
of the convex polygon defining the problem space.

Proposition 4.2.4 (ε-Convergence [61]). Let Pε be the unique solution of Equa-
tion 4.24. Then, Pε converges to the optimal solution of Kantorovich problem with
maximal entropy or more formal

Pε
ε→0−−→ arg min

P
{−H(P) : P ∈ U(a,b), 〈P,C〉 = LC(a,b)} , (4.25)

s.t.
LεC(a,b) ε→0−−→ LC(a,b). (4.26)

Furthermore,
Pε

ε→∞−−−→ a ⊗ b = abT = (aibj)i,j. (4.27)

Proposition 4.2.4 can be interpreted as follows. Equation 4.26 shows that for small
regularization ε, the solution Pε converges to the maximum entropy coupling of
optimal transport. In contrast, Equation 4.27 means that as ε increases, the optimal
coupling matrix becomes less sparse. This leads to faster convergence and less
computational cost. As a result, choosing the appropriate value for ε is an important
task when solving the optimal transport problem.

Now, the unique solution of Equation 4.24 can be projected onto U(a,b) of the
Gibbs kernel associated to the cost matrix C. An example showing the cost matrix
for two empirical distributions (Figure 4.8a) can be seen in 4.8b. To do so, define
the Kullback-Leibler distance between any two couplings as

KL(P,K) :=
∑
i,j

Pi,j log
(

Pi,j

Ki,j

)
−Pi,j + Ki,j (4.28)

and

Ki,j := exp
(
−Ci,j

ε

)
(4.29)

.

As a consequence, by plugging Ki,j in Equation 4.28 one has

Pε = ProjKL
U(a,b)((K)) = arg min

P∈U(a,b)
KL(P|K) (4.30)

for the unique optimal solution of regularized transport.
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Definition 4.2.5 (Regularized OT [61]). Given a discrete measure as introduced in
Equation 4.11, then we get

LεC(α, β) := LεC(a,b), (4.31)

for the definition of optimal transport. Again, Ci,j = c(xi, yj) defines the cost matrix
with respect to the locations (xi, yj) supporting the input measures.

Now, it can be shown that the solution to the regularized optimal transport problem
in Def. 4.2.5 has a specific form parameterized with n+m variables.

Proposition 4.2.6. There exists a unique solution to the problem in Def. 4.2.5
[61]. The solution has the form

∀(i, j) ∈ [n]× [m],Pi,j = uiKi,jvj, (4.32)

where the tuple (u,v) ∈ Rn+×Rn+ consists of two unknown scaling variables u and v
[61].

Equation 4.32 gives a factorization of the optimal solution for the regularized op-
timal transport problem. This solution can be rewritten in matrix form as P =
diag(u)Kdiag(v). As a result, the scaling variables u and v need to fulfill the fol-
lowing set of equations to satisfy the mass conservation constraints in Equation 4.15
of U(a,b):

diag(u)Kdiag(v)1m = a and diag(v)KTdiag(u)1n = b. (4.33)
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Exploiting the fact that diag(v)1m = v the set of equations can be simplified to

u� (Kv) = a and v� (KTu) = b, (4.34)

where � represents the entrywise multiplication of vectors. A solution to this set
of equations can be found iteratively, meaning that u is modified first to satisfy the
left hand side of Equation 4.34 and then v to satisfy the right-hand side afterwards.
Initialized with v0 = 1m, both updates define the Sinkhorn algorithm:

u(l+1) := a
Kv

(l)
and v(l+1) := b

KTu(l+1) . (4.35)

Given τ > 0, this algorithm is a τ -approximate algorithm in O(n2 log(n)τ−3) itera-
tions, meaning that O (||C||3∞ log(n)τ−3) Sinkhorn iterations are sufficient to guar-
antee 〈P,C〉 ≤ LC(a,b) + τ . A detailed proof of this fact can be found in [2].
Figure 4.10a shows the OT matrix resulting from the Sinkhorn iterations for two
sample distributions as illustrated in Figure 4.10b.

4.2.1.4 Optimal transport barycenters

To guarantee smooth pattern transitions between arbitrary communication scenarios
defined by probability distributions representing ever-changing sequences of link data
rates, there is a special interest to compute the mean or so called barycenter between
several distributions. In this case we are assuming optimal transport distances as
introduced in the last section s.t. the problem can be formulated as a convex program
and as a result we can proof that an optimal solution exists.

Thus, assume that {bs}Ss=1 is a histogram s.t. bs ∈ ∆ns and λ ∈ ∆S is the corre-
sponding set of weights. A Wasserstein barycenter can be computed by solving the
following optimization problem:

min
a∈∆n

S∑
s=1

λSLCs(a,bs). (4.36)
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As referring to Def. 4.2.5 this problem can also be solved by entropic smoothing
and approximation:

min
a∈∆n

S∑
s=1

λSL
ε
Cs

(a,bs), ε > 0. (4.37)

Benamou et al. [6] proposed a very efficient approach to solve this problem. The
idea is to rewrite the Equation 4.37 as Bregman projection problem:

min
Pss

{∑
s

λsεKL(Ps|Ks) : ∀s,PT
s 1m = bs,PT

1 11 = PT
S1S

}
, (4.38)

where Ks := exp
(
−Cs

ε

)
. This problem can be seen as special case of the generalized

Sinkhorn from 4.34. Here, the scaling form reduces to

Ps = diag(us)Kdiag(vs), (4.39)

with sequential updates:

∀s ∈ [1, S], v(l+1)
s := bs

KT
s u(l)

s

, (4.40)

∀s ∈ [1, S], u(l+1)
s := a(l+1)

Ksv(l+1)
s

, (4.41)

where a(l+1) :=
∏
s

(Ksv(l+1)
s )λs (4.42)

This Sinkhorn iterations define the basis for the Alg. 6 defined in Sec. 4.2.1.5 and
enables us to compute smooth pattern transitions efficiently [6].
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Input: ~Xt,S,B0, Bn, n, Λ, reg= 0.0015,ε = 1e−9,α
Output: P , θ
Initialization :
B ← []
θ(0)← 0
θ(n)← n
j ← 1
αL ← linspace(0, 1, α)
Procedure :
for αl in αL do
baryWass ← zeros((n, n))
i ← 0
for i < n do
p ← A[i][:]
q ← B[i][:]
baryWass[i] ← wassersteinBarycenter1d(p, q, αl, reg, ε)

end for
B[j]← baryWass
θ(j)← j

P ← P ∪ (S,Λ(j),B[j], ~Xt+j)
end for
return P , θ

Algorithm 5 : BarycentricInterpolation

4.2.1.5 Smoothing pattern transitions

As introduced in the last section, OT is often used to measure similarity between
distributions, even if they do not share the same support. Introducing Sinkhorn’s
algorithm and Bregman projections provides a very efficient tool to measure and op-
timize similarity between empirical distributions. The following application exploits
these facts to measure the similarity of patterns generated by the in-homogeneous
Markov ModelB . Moreover, the concept of Wasserstein barycentric interpolation
will be used to generate a set of cross-distributions defining smooth pattern transi-
tions between patterns of data rate changes, thus replacing the analytical functions
defined in Section 4.1.

To this end, we assume that we are given the start and target distributions B0 and Bn

of two patterns P0 and Pn. Moreover, let n define the number of cross-distributions
generated by the interpolation, reg be the regularization, and ε be the epsilon pa-
rameter for stabilizing the regularized OT. Using the weight parameter α for each
histogram, we can compute the 2-dimensional Wasserstein barycenters of the source
and target distribution by iteratively taking the marginal distributions from the cor-
responding pattern matrix and computing the 1-dimensional Wasserstein barycenter
for both marginal distributions as shown in Algorithm 5.

Once we updated the set of patterns P and also the transformation function θ, we
can reuse the Sample algorithm (Algorithm 2) to sample a sequence of data rate
changes representing the Wasserstein transition morphing P0 to Pn as illustrated in
Algorithm 6. Figure 4.11 shows an example of barycentric interpolation between B̄0
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Input: B0, Bn, Xt, S, Λ, n, δ,λ,α,seed
Output: Sequence of states Σ
Initialization :
P ,θ ← BarycentricInterpolation(Xt,S,B0,Bn,n,Λ,α)
return Sample

(
~Xt,P , θ,Λ, T, λ, seed

)
Algorithm 6 : PatternTransition

and B̄5. Here, the left plot illustrates the process of moving the mass from state
0 to state 5 using the L2 metric, which is related to the transformations done by
Algorithm 3. In this case, we use the transformation matrix to decrease the mass
at state zero, while increasing the mass at state 5 in parallel. In contrast, the right
plot in Figure 4.11 shows a smoother way to transform state 0 to state 5 by slowly
moving the mass across the nearest neighbours of each state (state 1 to 4). This
visualizes why we decided to replace the transformation functions from Section 4.1
by barycentric interpolation, since it is more accurate to slowly move the mass across
nearest neighbour distributions.

4.2.2 The multi-agent model

This section extends ModelB to a MDP, thus allowing choice (action space) moti-
vated by rewards (reward function). As a result, the MDP adds one more layer of
abstraction enabling partial control by an agent trying to find an optimal policy by
solving a set of mathematical equations (Bellmann equation [5]). The benefit of a
MDP modeling the network conditions is that the outcomes of decision making are
partly random and partly controlled by the agent supporting the high uncertainty in
TNs caused by the challenging environment of military operations. This extension
of ModelB is motivated by the idea to automate experiments using a multi-agent
system as introduced later in Section 4.2.2.

4.2.2.1 Theoretical foundations of MDPs

MDPs are discrete-time stochastic processes mostly used to model agent based de-
cision making in scenarios, where outcomes are partly random and partly controlled
by an agent [63]. More precise, similar to MCs the process is distributed over time
T, meaning that, at each time step t ∈ T, the process is in some state xt ∈ X . In
addition, an agent can take partial control of the next state Xt+1 by choosing an
action at ∈ A, available at state xt. Once the action is chosen, the process responses
moving into a new state xt+1 and returns the reward r(xt, at) to the agent. Here,
the state transition from xt into xt+1 depends on the probability chosen from the
distribution of an stochastic kernel κ. This stochastic kernel provides a distribu-
tion over the state space for each feasible state-action pair (xt, at), denoted by G.
In comparison to a MC, the next state xt+1 only depends on the current state xt
and the agents action at, but is conditionally independent of all previous states and
actions and as a result the state transitions of a MDP satisfy the Markov property.

Definition 4.2.7 (Markov decision process). Define a Markov decision process is
to be the six-tuple (X,A,Γ, r, β, κ), where
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(i) X is the nonempty finite state space;

(ii) A is the nonempty finite action space;

(iii) Γ : X → A is the feasible correspondence;

(iv) r : G→ R is the reward function, with

G := {(xt, at) ∈ X ×A : a ∈ Γ(xt)}

(v) β ∈ (0, 1) is the discount factor and

(vi) κ : G→ X defines the stochastic kernel.

In the following we define the stochastic kernel κ from G to X being a family of
distributions κ(g, ·) over the state space X , one for each g ∈ G. As a result, we can
sample the next state from this distribution. Especially for discrete environments,
like ever-changing network conditions distributed over time T, the main interest is
in optimal strategies of one or multiple agents. One common approach to define
an optimal strategy is to go over actions by policies, meaning that we are mapping
states to actions. Using this strategy, we define the set of feasible policies as

Π :=
{
π ∈ AX : π(x) ∈ Γ(x) for all x ∈ X

}
. (4.43)

In other words, selecting a particular policy π ∈ Π can be interpreted as the response
of the process to state xt given action at := π(xt) at any point in time tT. Moreover,
if the agent commits to a policy π for the lifespan of some problem P , then the
state xt evolves by sampling xt+1 from κ(Xt, π(Xt), ·). Moreover, given an initial
condition x0 = x, this process is an (x, κπ)-MC for κπ defined by

κπ := κ(x, π, y) (x, y,∈ X ) . (4.44)

As a result, fixing a policy "closes the loop" in the state transition process and sets
a given MC for policy π. Now we can define the rewards under policy π such that

rπ(xt) := r(xt, π(xT )) = r(xt, at) (4.45)

and with this notation, it follows that the expected time reward E [r(xt, at)|x0 = x]
can be calculated as

E [r(xt, at)|x0 = x] = E [rπ(xt)|x0 = x] = κtπrπ(x). (4.46)

Moreover, the lifetime value of following policy π starting from x0 = x is given by
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vπ = E

∑
t≥0

βtr(xt, π(xt))|x0 = x


=
∑
t≥0

E
[
βtr(xt, π(xt))|x0 = x

]
=
∑
t≥0

βt (κπrπ) (x).

(4.47)

This function is often called π-value function. Now, we can use this function to
define the value function of the MDP to be

v∗(x) = sup
π∈Π

vπ(x) (x ∈ X). (4.48)

The value function represents the lifetime value extracted from each state, given
that the agent’s behaviour is optimal at each point in time. Keeping this in mind, a
policy π ∈ Π is called optimal strategy if vπ = v∗. In other words, a policy is optimal
if its lifetime value is maximal at each state in time. Now, Bellman [5] showed that
that at least one optimal policy exists.
Proposition 4.2.8. The value function v∗ satisfies the Bellmann equation

v∗(x) = max
a∈Γ(x)

r(x, a) + β
∑
y∈X

v∗(y)κ(x, a, y)

 (4.49)

at every x ∈ X . Moreover, a feasible policy π is optimal if and only

π(x) ∈ arg max
a∈Γ(x)

r(x, a) + β
∑
y∈X

v∗(y)κ(x, a, y)

 (4.50)

At least one such policy exists.

Proof. A detailed proof of the proposition can be found in [5].

This is the main principle of the theory of dynamic programming. The optimal value
function v∗ is a unique solution to the Bellmann equation and π∗ is an optimal policy
function if and only if it is v∗-greedy. Solving these Discrete Dynamic Programming
(DDP) problems can be done by implementing one of the three solutions namely

• value function iteration [4],

• policy function iteration [28] or

• modified policy function iteration [59, 64].

While in value iteration only the function v∗ is used and the the value π is only
computed if it is needed for the calculation of v∗, policy function iteration and also
modified policy function iteration combine both steps. In policy iteration, step one
is performed only once for each possible state followed by a repetition of step two
until convergence. This can also be interpreted as solving the linear equations by an
iterative method. In addition, modified policy iteration is a variation of the policy
iteration method also performing step one only once, but using an approximate
solution for step two, thus resulting in less computation steps.
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4.2.2.2 Theoretical foundations of statistical testing

In addition to Section 4.2.1 this Section revisits the basic foundations of statisti-
cal testing for the Kolmogorov-Smirnov Test (K-S test) and the Dvoretzky-Kiefer-
Wolfowitz (DKW) inequality, used later in this thesis to verify if the distribution
of the TtR converges with respect to the duration of random link disconnections in
tactical networks.

The K-S test is a non-parametric and distribution free test to compare a distribution
against a reference distribution (one-sided) or to test if the Cumulative Distribution
Function (CDF) of two samples are equal (two-sided). More precise, given two
samples X1 and X2 of size n and m, the K-S test evaluates if the null hypothesis
H0 := “The samples do indeed come from the same distribution Fexp” is accepted
or rejected by computing a distance between the Empirical Distribution Functions
(EDFs) F1,n and F2,m of both samples. One major advantage of the K-S test is,
compared to most of other statistical tests, that the K-S test is not restricted to
normal distributed random variables and that the size of both samples does not
have to be equal. This makes the K-S test applicable, even if there is no guess for
the underlying distribution of both samples as it is the case for the distribution of
the TtR, considered to be the target quantity in this part of the thesis. To perform
the K-S test we compute the following Kolmogorov-Smirnov statistic

Dn,m = sup
x
|F1,n(x)− F2,m(x)| (4.51)

and compare the value of Dn,m against the threshold Dα given as

D(α) := c(α)
√
n+m

n ·m
, (4.52)

where the value of c(α) is computed by

c(α) =
√
− ln

(
α

2

)
· 1

2 . (4.53)

Now, we can use the threshold Dα (Equation 4.52) to evaluate if there is strong
evidence to reject the null hypothesis H0, meaning that Dn,m > Dα. We will use
this test in Section 4.2.2.5 as one criteria to determine if the distribution of the TtR
converges in distribution w.r.t to the disruption time.

Revisiting the K-S test, we got a procedure to test whether two random variables are
following the same underlying probability distribution. Now, the DKW inequality
[17] can be interpreted as an inversion of this process computing the the confidence
bands of the CDF Fn(x) itself. Assuming that X1, . . . , Xn are real-valued inde-
pendent and identically distributed (i.i.d.) random variables with CDF F (·) and
EDF

Fn(x) = 1
n

n∑
i=1

1Xi≤x, x ∈ R (4.54)
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respectively, the DKW equation gives an upper bound for the probability that the
difference of Fn and F is larger than a given constant ε > 0. More formally the
DKW states that

P

(
sup
x∈R

(Fn(x)− F (x)) > ε

)
≤ exp−2nε2 ∀ε ≥

√
1

2n ln 2 (4.55)

for the one-sided estimate and

P

(
sup
x∈R
|Fn(x)− F (x)| > ε

)
≤ exp−2nε2 ∀ε ≥ 0 (4.56)

for the two-sided estimate, which can be used to generate CDF-based confidence
bands to analyze similarity of a set of different EDFs. To this end, we can define
the interval containing the original CDF with probability 1− α by

Fn(x)− ε ≤ F (x) ≤ Fn(x) + ε, where ε =
√

ln 2
α

2n (4.57)

In the following, we will apply this foundations combined with the Wasserstein and
Energy distance to define a multi-agent system verifying that the the null hypoth-
esis H0 can be accepted for comparing the CDF of the TtR after unplanned link
disconnections.

4.2.2.3 The MDP for Problem B

Now, we apply the theoretical foundations introduced in Section 4.2.2.1 to define a
MDP := (S,A,Γ, r, β, κ) solved by an Agent AMDP creating ever-changing network
conditions. Recall that the original motivation to extend ModelB to a MDP comes
from the fact that the outcomes of decision making are partly random and partly
controlled by the agent, thus supporting the high uncertainty in TNs caused by the
challenging environment of military operations. Moreover, the reward function en-
ables us to incorporate system feedback in the modeling process, which is exploited
to define a multi-agent system learning the distribution of the TtR after unplanned
link disconnections. To this end, let S = {s1, . . . , sN} be the set of states represent-
ing the probability distributions of N finite MCs and A = {a1, . . . , aN} be the set of
actions, where action an indicates that the agent recommends to move to distribu-
tion sn in the following state. One exemplary configuration could be to define the
state space S to be the set of distributions representing the stable conditions defined
by B̄0, B̄5 and δ cross-distributions B1, . . . , Bδ generated by Wasserstein barycentric
interpolation [6] as introduced in Section 4.2.1.4.

The state transitions of the MDP are sampled from a stochastic kernel κ from G
to S defined by a family of distributions κ(g, ·) over state space S, one for each
g ∈ G. In other words, the stochastic kernel introduces uncertainty into the state
transition process, meaning that given a state-action pair (at, st), the next state
st+1 is determined by sampling from the respective distribution gt = (st, at) × at ∈
G. In this thesis, there are no restrictions on the set of feasible actions at ∈ A
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(a) Loop L3 ∼3.19 kbps ±3.09 (b) L4 ∼3.87 kbps ±3.80

Figure 4.12 Two loops L3 and L4 created by the MDP

, meaning that independent of the current state st ∈ S, any action at ∈ A is a
feasible correspondence. Finally, the reward function r : G → R is assumed to
be a real valued and defines the intuition behind the optimal policy. Now, agent
AMDP computes an optimal policy v∗ for the MDP by DDP using modified policy
iteration. Remembering that, the optimal policy v∗ fixes on action for each state of
the MDP and thus defines a finite MC, it can be interpreted as an instance of the
in-homogeneous Markov ModelB. As a result, one can use the Sample Alg. from
Section 4.1 to sample a sequence the data rate changes of a communication scenario
distributed by the optimal policy.

Figure 4.12 shows two exemplary loops L3 and L4 generated by the MDP. Both loops
represent a metamorphosis from B̂0 to B̂5 using δ = 4 cross-distributions and are
computed throwing 10 samples from the optimum policy v∗ = [B̂0, B1, B2, B3, B4, B̂5]
with respect to the stochastic kernel κ and sampling 20 network states from each
of the resulting probability distributions afterwards. For example, L3 represents
a sequence of network states by sampling 20 states from the series of probabil-
ity distributions given by v3 = [B̂0, B1, B2, B0, B1, B2, B3, B4, B̂5, B̂5] sampled from
the optimal policy v∗. This illustrates how the stochastic kernel can be used to
model uncertainty by allowing random transitions after a state-action pair is cho-
sen. We can observe this phenomena for L3 after state 60, where the probability
distribution, defining the states changes, jumps from B2 back to B0 again and
the loop is starting from the beginning B0 again. The same holds for L4 and
v4 = [B̂0, B̂0, B1, B2, B3, B4, B3, B4, B̂5, B̂5] after state 120, where the distribution
jumps from B3 back to B4 and then back to B3 again.
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4.2.2.4 The multi-agent model

Using the MDP from the previous Section, we are now able to define the multi-
agent ModelB∗ composed of two agents collaborating to quantify the distribution
for the TtR after link disconnections, as shown in Figure 4.13. More precise, agent
AMDP creates the changes in the link data rate including link disconnections, while
in parallel the second agent AH0 verifies if the null hypothesis H0 := “The CDFs
of the TtR are indeed equal” is accepted or rejected by analyzing the metrics of
a configuration of different statistical tests defined by DH0 (Section 4.2.2.5). As
referring to Figure 4.13, these metrics are analyzed at two different stages: First, the
hypothesis is tested for fixed disruption time, meaning that the agent tests if the TtR
for a fixed disruption time remains the same over time (locally). Second, the test is
executed between distributions of different disruption time, testing if the distribution
of the TtR converges independently of the disruption time (globally). Moreover, the
tests can be applied to different IP data flows, namely broadcast/unicast and overlay,
which offers a wide range of configuration options.

To this end, we initialize agent AMDP with a MDP := (S,A,Γ, r, β, κ) solving Prob-
lem B as referring to Section 4.2.2.3 and agent AH0 by defining the 9-tuple
(SH0 .AH0 ,DH0 ,Λ, ~X0, ε,m, d, dinc). In this formulation, the state space SH0 . :=
{s0, s1, s2} of the agent consists of three states, where state s0 means the “H0 re-
jected locally” yet, state s1 the “H0 accepted locally”, and state s2 the “H0 accepted
globally”. Moreover, the action space AH0 = {a1, a2, a3} is given by the three ac-
tions a1 := “Rerun experiment with same configuration”, a2 := “Increase disruption
time and run a new experiment” and a3 := “Stop procedure and output the final dis-
tributions for the TtR”. Using this state and action space, the multi-agent system
operates as follows.

Agent AH0 starts in state s0 (“H0 rejected locally”) with initial disconnection time
d checking if the last m experiments with different disconnection time are passing
the statistical tests from Section 4.2.2.5, meaning that the null hypothesis can be
accepted globally. But, since we did not execute any experiments before, this is
not the case. As a result, AH0 asks AMDP to generate a new experiment using the
optimal policy v∗ computed from the MDP. It should be noted that the statistical
tests as well as the distribution for the TtR are automatically computed by our
monitoring service and that the results of the tests are available to agent AH0 after
each experiment.

Once a new experiment is executed, the AH0 determines if the null hypothesis H0
can be accepted locally, meaning that the distribution of the TtR before and af-
ter executing the experiment is similar within a 95% confidence interval, which is
evaluated by using the statistical tests from DH0 . If not, agent AMDP is triggered
again. This procedure is repeated until the null hypothesis can be accepted locally.
If this is the case, agent AH0 stores the final CDF and the disconnection time in F ,
switches to state s1 and checks if the null hypothesis can also be accepted globally.
If not, AH0 increases the disconnection time d + dinc and cleans his cache holding
all the information from the last series of experiments, except from the information
stored in F .

Since the agent recognizes that, given the new disconnection time, H0 is not accepted
yet, it will switch back to state s0, thus executing a new series of experiments until



52 4. Design

Start

Not converged

Stop

Converged

Null hypothesis met

Solve MDP

Experiment

Initialization

Q1

Yes
No

a1: Rerun experiment with
 same configuration

Q2

Q1:Did the distribution 
converge within an error?

No
Yes

Monitoring

Agent A1

Agent A2

Q2: Did the set of distributions 
meet the null hypothesis?

a2: Increase disruption time 
and run a new experiment

Optimal policy
Sampling

Computing 
statistical tests

H0 rejected locally
s0

H0 accepted locally
s1

H0 accepted globally
s2

Figure 4.13 Two-Agent Model to compute the distribution of the TtR [44].

it reaches state s1 again. This process is repeated until the agent reached state s1
and m consecutive distributions in F are passing the statistical tests, meaning that
the null hypothesis for the distribution of the TtR is accepted, independent of the
disconnection time.

4.2.2.5 Testing the null hypothesis H0

To test the null hypothesis locally and globally the second agent AH0 performs
statistical tests that are equivalent to showing that the EDF of the TtR is following
a respective mode of convergence, which is called convergence in distribution or weak
convergence. To define this mode of convergence, let X1, . . . , Xn, . . . , XN be a series
of random variables describing the time to resume tresume afterN link disconnections.
This means that the state space Ω ⊂ N of the random variables is represented
by the number of link disconnections in a series of experiments, meaning that the
random variables Xi : Ω → E := R, i ∈ {1, . . . , N} are real-valued. Using the
corresponding CDF F1, . . . , Fn, . . . , FN of the random variables we can define the
mode of convergence as follows.

Definition 4.2.9 (Convergence in distribution). Let X1, . . . , XN be a series of real-
valued random variables, then we say the series is converging in distribution or
weakly to some random variable X if the following requirement is fulfilled

lim
n→∞

Fn(x) = F (x) (4.58)



4.2. ModelB∗ : Enhancing the stochastic ModelB 53

for every number x ∈ R at which F is continuous. Here, Fn and F are the CDFs of
the random variables Xn and X, respectively.

Section 5 shows exemplary thresholds for the p-value of the K-S test, Wasserstein
and Energy tests representing this mode of convergence.
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4.3 Model A|B: The stochastic uncertainty model

In this section we propose a solution to Problem A|B by introducing a stochas-
tic uncertainty model that can measure and finally improve the robustness of TS
by calculating the probability of packet/message delivery (p1/p2) in TN over ever-
changing communication scenarios. To this end, we state and solve an optimization
problem maximizing the probability of packet/message delivery by computing the
minimum amount of redundancy that has to be added to the user data flow, s.t.
the probability for message delivery converges to an upper bound. The proposed
solution follows the investigation [39], which was developed and published as part
of this thesis.

4.3.1 Computing the probability of packet and message delivery

4.3.1.1 Computing the ground truth p0

We start, sketching a solution for computing the probability of single packet de-
livery p0(Tw) in a discrete and finite time window Tw (sec). This is the first and
fundamental step to compute the probabilities p1 and p2 later on, since we will reuse
this probability in the respective formulas. To do so, we assume that the TS is
equipped with a monitoring service and that we have access to all the the features
collected during the communication scenarios generated by ModelB and/or ModelB∗ .
Moreover, we assume that the network conditions N of the system are defined by a
communication scenario C as defined in 4.1.4 and generated by ModelB or ModelB∗ .
Now, we can define the time window Tw(tstart, tend) starting at time tstart and ending
at time tend (tstart < tend ∈ T) by using the time distribution function λ for updating
the link data rates

Tw(tstart, tend) :=
[
max

(
0,

tstart∑
i=1

λ(i) + 1
)
,
tend∑
i=1

λ(i)
]
. (4.59)

Assuming that the probability of delivering a packet p0(Tw) is proportional to the
amount of bits received within the time window Tw(t) and the packet size is dis-
tributed by κ, the optimal data rate bopt(t) for almost sure delivery can be calculated
using the ratio

bopt(Tw(tstart, tend)) = κ (kb)
|Tw(tstart, tend)| (s) . (4.60)

Now, we can compute the ratio between the data rate b(t) at time t and the optimal
data rate bopt(t) for a given time window Tw (Equation 4.61).

bratio(tstart, tend, Tw) =
∑tend−1
t=tstart

Tw(t,t+1)
|Tw(tstart,tend)|b(t)(kbps)

bopt(Tw(tstart, tend))(kbps) (4.61)
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In the following we will use the short cuts Tw for Tw(tstart, tend), Tw(t) for Tw(t, t+1)
bopt(Tw) for bopt(Tw(tstart, tend)) and bratio for bratio(tstart, tend, Tw). As a result from
(4.60) and (4.61), we can use bratio to introduce a function g(t, b(t), bopt(Tw), tstart, tend)
that computes an initial guess for the probability of packet delivery at layer 0

g(t, b(t), bopt(Tw), tstart, tend) =



0, if b(t) = 0 ∀t ∈ [tstart, tend]

bratio, if
∑tend−1
t=tstart

Tw(t)
|Tw| b(t) < bopt(Tw)

1, if ∑tend−1
t=tstart

Tw(t)
|Tw| b(t) ≥ bopt(Tw).

(4.62)

This function can be interpreted as follows. If g = 0, this means that the data rate
b(t) is zero for the entire time window Tw and thus no packets can be transmitted. As
a result, the probability of single packet delivery remains zero in this case. Assuming
g = 1, then the capacity of the link for given time window Tw can be greater or
equals the size κ of the packet and as a result p0(t) > 0. Moreover, if g = bratio,
then we can solve the equation |Tw(t)| · b/κ = 1− g(t, b(t), bopt(Tw), tstart, tend) either
for parameter |Tw| or parameter b to adjust the system parameters fulfilling g = 1
resulting in p0(t) > 0. Now, let us consider the most interesting case g = 1 and
b(t) > bopt(Tw(t)) or more precisely b(t) = (1 + ε) · bopt(Tw(t)). In this case, the link
is able to handle an additional amount of data ε · bopt(Tw(t)), which can be used to
increase the probability of packet delivery p0(t) by adding an amount of redundancy
r(t) = ε · bopt(Tw(t)) with ε = (b(t)− bopt(Tw(t)))/bopt(Tw(t)).

As a result from the analysis of function g in the last paragraph, we conclude that
p0(t) can be written as a conditional probability depending on the data rate b(t),
the packet size κ and the time window Tw(t)

p0(t) = P(X = 1|b(t), Tw(t), κ). (4.63)

To guarantee p0(t) > 0 even under ever-changing network conditions in a labora-
tory with military radios, we exploited the properties of function g by varying the
parameters of g and as a result also of p0 during a set of experiments over stable
network conditions. Figure 4.14 shows exemplary values of p0(Tw(t)) measured over
stable network conditions in our laboratory environment at Fraunhofer FKIE. This
baseline results are used to compute the probability of message delivery p2 even un-
der ever-changing network conditions in the next section. The figure shows to plots
varying the rate at the sender radio, meaning that we sent 0.05 (left) and 2 (right)
packets per second. To this end, we used a packet size of 1.3 kB (κ = 1.3 kB) and
considered a time window Tw(t) from 0 to 300 seconds.

4.3.1.2 Computing the probabilities p1 and p2

Now, that we have the baseline results for the probability of single packet delivery
p0, we are prepared to compute both, the probability of packet delivery p1 for more
than one packet and the probability of message delivery p2. For this purpose, we
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Figure 4.14 Probability p0 for five nominal data rates using g [39].

select a technique called Reed Solomon Code ([25, 80]), which assumes that the mes-
sage consists of k data and n−k redundant packets. Using this technique, a message
can be successfully delivered if at least k packets are delivered, since the lost packets
can be re-transmitted by sending a selective acknowledgement, which indicates the
sequence numbers of the lost packets. Moreover, if more than k packets are suc-
cessfully delivered no re-transmission is required. Since each single re-transmission
comes with an additional overhead and the network consisting of long range links
using VHF or HF communication technologies is already fighting with low data rates
and high latency, the goal is to avoid this additional overhead by adjusting the sys-
tem parameters to maximize the probability that at least k packets are transmitted.
Exploiting the fact that we already measured p0 for stable conditions and success-
fully sending and receiving k out of n depends on the probability p0, if errors in the
network are assumed to happen independently, p1 can be computed by a binomial
distribution as shown in Equation 4.64.

p1 = P(X = k) =
(
n

k

)
· pk0 · (1− p0)n−k , 0 ≤ k ≤ n (4.64)

Here, p0 is the probability that a single packet will be delivered and X is a random
variable measuring the number of successfully transmitted packets. The term p1 is
due to the layer, where the probability is calculated. To be specific, it means that p1
indicates that we compute the probability that a packet is successfully transmitted
in the IP-Layer (layer 1). The equation holds, because we have

(
n
k

)
possibilities to

sample a set of k packets out of Ω = {1, . . . , n} packets.

Now, assume that the network conditions N ∈ C of a communication scenario at
the tactical edge are defined as the composition of patterns of data rate changes
P1, . . . , PM ∈ P . Remember that a pattern of data rate change is the 4-tuple
P = (S,Λ, BP , ~X0), where S is the state space representing the different data rates
supported by the tactical radios, Λ is the pattern length, BP is a stochastic ma-
trix representing the distribution of the state transitions of a MC and ~X0 is the
|S|-dimensional initial state vector. In this case, the probability that the random
variable X is in state k is highly dependent on the current link state (link data rate)
and thus dependent on the patterns defined in P . As a result, if E1 is the event
X ≥ k, meaning that the message can be successfully delivered in the first round
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and E2 event that the data rate changes s(t) at time t follow the distribution of
pattern Pt, we get

P(E1|E2) = P(X ≥ k|s(t) = Pt) = P(X ≥ k ∩ s(t) = Pt)
P(s(t) = Pt)

(4.65)

This approach can be extended to compute the probability p2 of message delivery
(at layer 2 in Figure 3.1) during a communication scenario C by finding an optimum
configuration for

p2 = P(X ≥ k|C) =
T∑
t=1

P(X ≥ kt|s(t) = Pt) (4.66)

in terms of kt and fulfilling the constraint ∑T
t=1 kt = k at the same time.

4.3.2 Maximizing the probability of message delivery

Finally, we can use the probability p0(Tw) and the properties of g to maximize
the probability of message delivery in ever-changing communication scenarios by
adding redundancy. For this purpose, we assume that we are given a communication
scenario C consisting of the network conditions N and a uniform user data-flow U
composed by messages consisting of k data packets of packet size κ. Furthermore,
we consider that we can access the probabilities p0(Tw(t)) = P(X = 1|b(t), Tw(t), κ)
for different time windows Tw(t) with maximum size twmax as shown in Figure 4.14.
With this requirements, we can state an optimization problem to find the maximum
value of p2 given C = (N ,U):

Problem 4.3.1 (Maximizing the probability of message delivery with a minimum
amount of redundancy [39]). Let FX|C(n = r + k; p0; k) be the objective function
describing the binomial distribution, in (4.66), of successful message delivery given
communication scenario C and the number of data packets k, find the optimum
amount of redundancy r s.t.

max
r
FX|C(n = r + k; p0; k)

= min
r

1− FX|C(n = r + k; p0; k)

= min
r

1−
T∑
t=1

fX|Pt(nt = rt + kt; p0; kt)

subject to:

g1 :
T∑
t=1

kt = k, g2 :
T∑
t=1

rt = r,

g3 : nt − kt ≥ 0, g4 : rt, nt, kt ≥ 0.

(4.67)

In this formulation, the patterns Pt ∈ P of link data rates are generated by the
matrices BP ∈ Pt defining the network conditions N of communication scenario C.
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Moreover, the parameters kt defines the number of packets that have to be trans-
mitted during the communication scenario. The idea is to find an optimal amount
of redundancy r to send at least X = k data packets during a scenario composed
of different patterns Pt meaning that r maximizes P(X ≥ kt|Pt) by fulfilling the
constraint X = ∑m

t=1 kt ≥ k.

Algorithm 7 shows a solution for this problem (4.67) by sampling the sequence of
data rate changes Σ and the patterns Pt describing the network conditions of the
communication scenario C. In the following steps, the algorithm computes the prob-
ability of transmitting kt data packets for each possible combination of time windows
tw ≤ twmax , pattern Pt and number of data packets kt ≤ k. Afterwards, the optimum
amount of redundancy rt that can be added to the system is computed as referring to
Section 4.3.1.1 and the corresponding probabilities are stored in the data structure Sk
and added to Spt afterwards. In sequence, the algorithm computes all possible con-
figurations maximizing ∑T

t=1(P(X ≥ kt|Pt)), such that ∑T
t=1 kt ≥ k and each pattern

Pt is considered only once. Finally, the algorithm keeps the optimal configuration,
which is the one with a minimum amount of redundancy rmin = ∑T

t=1 rt = nt − kt.
The following theorem proofs that for any communication scenario C generated by
ModelB, there exists an algorithm that finds a solution for the optimization problem
stated in (4.67).

Theorem 4.3.2 (Optimized message delivery [39]). Given the non-empty, ever-
changing network condition N = ( ~X0, S,P , θ,Λ,T,Σ) of a communication scenario
C, the probabilities P0 for different end-to-end delays 1, . . . , twmax over stable system
conditions, the number k > 0 of data packets defining the length of a message Msg,
the distribution of the the packet size κ and the maximum end-to-end delay twmax,
MAXPROB (Alg. 7) computes an optimum solution to the problem in (4.67).

Proof. For the proof of the theorem we refer to investigation [39], which was pub-
lished as part of this thesis.

4.3.3 Multi-layer stochastic uncertainty model

Assuming that we are given the probabilities pi(Tw), i ∈ [0, 2] and the distribution of
the packet size κ, we can define the 2-layered stochastic uncertainty model over time
T now. Referring to [72], this model represents an attempt to model the uncertainty
of the TS itself and, since the probability pi(Tw) depends on the data rates b(t)
generated by ModelB, the stochastic uncertainty model can be defined in a similar
way.

To this end, let M be an instance of ModelB and N = ( ~X0, S,P , θ,Λ,T,Σ) be the
network conditions of a communication scenario C as referring to Section 4.1. Then
the instanceM can be transformed to an instance U of an stochastic model describing
the uncertainty of the underlying TS by replacing the system states s(t) ∈ Sinner
(radio link data rates) of the inner MC Yinner of M by probabilities p0 and the
patterns Pj representing the states of the outer MC by p2. To this end, we define
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Input: C = (N ,U), P0, Msg, κ, twmax , seed
Output: Optimum amount of redundancy r,

maximized probability P(X ≥ k|C)
Initialization :

1: Σ ← Sample( ~X0, B, θ, T , λ, seed)
2: Spt, Sk ← []
3: pmax, rmax ← 0
4: tw ← 1
5: k ← |Msg|
6: while tw ≤ twmax do
7: for pattern Pt ⊆ N do
8: for kt in 0, . . . , k do
9: Given kt packets, compute the maximum amount of redundancy rt =

∑t2
t=t1 ε ·

bopt(t) that the system can handle during Pt = [b(t1), . . . , b(t2)]
10: Compute the probability P(X ≥ kt|Pt) with redundancy rt = nt − kt = brt/κc

by using p0 ∈ P0
11: Sk.append((P(X ≥ kt|Pt), rt))
12: end for
13: Spt.append(Sk)
14: end for
15: Compute the best configurations maximizing pmax =

∑T
t=1(P(X ≥ kt|Pt)) s.t.∑T

t=1 kt ≥ k. Keep the solution guaranteeing pmax with minimum amount of re-
dundancy rmin =

∑T
t=1 rt = nt − kt.

16: if pmax > pbest then
17: pbest ← pmax
18: rbest ← rmin
19: end if
20: tw + +
21: end while
22: return (pbest, rbest)

Algorithm 7 : MAXPROB [39]

the function ψin mapping each system state s(t) of the inner MC to the probability
p0 by

ψin : (s(t), t)→ (P(X = 1|b(t) = s(t), Tw(t), κ) . (4.68)

Moreover, assuming that the outer MC Youter follows a pattern Pj generated by a
single matrix Bj ∈ Pj, we can replace Pj by the maximized probability p2 using ψout
defined as

ψout : (Pj, t1, t2, k)→ P (X ≥ k|Pi = Pj, Tw(t1, t2), κ) . (4.69)

As a result, this model describes the distribution of uncertainty for packet delivery
in the lower layer 0 and the probability of message delivery in the higher layer 2.
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5
Evaluation

This chapter evaluates the proposed models ModelB, ModelB∗ and ModelA|B devel-
oped to solve both, Problem B and Problem A|B using uniformly distributed user
data flows. The experiments are generated using the theoretical frameworks de-
scribed earlier in Chapter 4 and executed in a laboratory at Fraunhofer FKIE with
VHF radios (Figure 5.1). It starts with experiments evaluating the basic perfor-
mance metrics like latency, data rate and packet loss. Next, we discuss the TtR
after unplanned link disconnections using the multi-agent Model∗B. This is done by
computing the inter-packet latency of three types of IP data-flows, namely broadcast,
unicast and overlay. Finally, we report numerical calculations demonstrating how
Model A|B can compute close to optimal redundancy to improve the message/packet
delivery over different loop scenarios with link disconnections. The experimental re-
sults also support the discussion on the advantages and limitations of our models,
which were designed to test the robustness of tactical systems using military radios.

5.1 Experimental setup

The experimental setup used to compile the results in this thesis is composed two
VHF radios (1) each connected to a router (2), who in turn is connected to a laptop
(3), as illustrated in Figure 5.1. Each of the radios is equipped with a wired antenna
and connected to a coaxial relays (0) in a laboratory environment. Moreover, the
network setup has a relay, which is used to “cut” the antenna cable of a particular
radio for a given time window, distributed with respect to λ (say 10 seconds) simu-
lating link disconnection (state 0 of the models). All experiments that are considered
in thins evaluation of the proposed models are communication scenarios consisting
of ever-changing network conditions between the two nodes acting as sender (laptop
1) and receiver (laptop 2) over a uniform distributed user-data flow. More precise,
the link data rate of the link connecting both nodes is changing according to the
network conditions N of a communication scenario C generated by one of the models
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ModelB or ModelB∗ , as referring to Section 4.1 and Section 4.2. During the experi-
ments we collect all the logs from the nodes using a data acquisition server (4) and
store the output data in a Postgres data base that can be accessed using a Python
interface.

SBx8106

0

123

4

RelayRadio 1 Radio 2 Router 2Laptop 1 Router 1 Laptop 2

Switch

Data Aquisition
Server

1

1

2

Broadcast: 224.0.1.255

Unicast: 192.168.0.0/16

Overlay: 10.2.0.0/24

<wired antenna>

Figure 5.1 Network setup in the laboratory at Fraunhofer FKIE

Within the context of this study, we implemented the models ModelB, Model∗B and
ModelA|B (Chapter 4), as well as a script to control the radio modulation chang-
ing according to the network conditions of a respective communication scenarios
using the radio’s SNMP interface. The link disconnections are implemented by con-
trolling the relay between the two radios used in the experiment. All experiments
discuss several performance metrics of the tactical system with respect to the broad-
cast/unicast/overlay IP data-flows. To this end, the sender sends three types of IP
packets using broadcast/unicast/overlay and we monitored the logs captured from
both sender and receiver, as illustrated in Figure 5.1. The three IP data-flows are
defined as follows:

© Broadcast: allowing one-to-many data-flows by using the last IP in a domain,
also supported by the VHF radios in our network setup at Fraunhofer FKIE.
We used the IPs 192.168.1.255/24 or 192.168.255.255/16.

4 Unicast: only allows one-to-one data-flows that rely on the specific IP routes
among the tactical nodes. In our network setup, the routes are configured
statically among the tactical routers defining a fully connected topology;

+ Overlay: only allows one-to-one data-flows through an overlay IP network. In
this network the routes are created dynamically by OLSR.

Table 5.1 summarizes the experimental setup listing the radio type and main con-
figuration parameters used during the experiments, that we reported in this study.

5.2 Experiments using ModelB

In this section we discuss experimental results showing the three data flows Broad-
cast, Unicast and Overlay over the two loop scenarios L1 and L2. We also executed
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Item Description

Radio 4 VHF radios: PR4G by Thales with wired antennas
Time-window 10,40 and 180 seconds for state update
Data flows broadcast, unicast and overlay
Network conditions Communication scenarios: Generated by ModelB and ModelB∗

OLSRv2 [79] 15 and 45 seconds for hello and aggregation intervals

Table 5.1 Experimental setup

experiments for the two transformation (T1 and T2) and jump scenarios (J1 and
J2). Since this thesis does not focus on ModelB and basic performance metrics of
tactical systems, but rather on the system’s robustness, we refer to our publication
[45] for a discussion of more elaborated results. The basic performance metrics plot-
ted in this section are inter-packet latency (in seconds) measured at the receiver
node, the buffer occupancy (in kBytes) and the link data rate (in kbps) observed
at the sender. For both experiments, we set the state update interval for changing
the network conditions according to the states of ModelB to 10 seconds (λt = 10,
∀t ∈ T) and monitor the system behaviour for |T| = 200 states each, meaning that
one experiment has a duration of 2000 seconds. If a period of link disconnections
breaks one or more IP data-flows, we set the link to 4.8 kbps and wait until all
broken data-flows are resumed as illustrated in Figure 5.2.

5.2.1 Experimental results

Comparing both loop scenarios L1 and L2, we observe that they differ in the network
conditions created in the middle of the experiment, where L2 shows higher frequency
of link disconnections (Figure 5.2). Considering the performance metrics for the
first loop as illustrated in Figure 5.2a, we observe a maximum latency of about 630
seconds (10.5 minutes). This is an indicator emphasizing that the scenario creates
enough variation to restart the neighbor discovery for the overlay, meaning that the
routes expired. In comparison, the second loop scenario L2 has a maximum latency
of about 1122 seconds, at least 200 seconds (∼ 3.3 minutes), in the overlay being
much higher than the values for broadcast and unicast, as illustrated in Figure 5.2b.
As a result, the variation in the network conditions broke all three IP data flows
after around 500 seconds of the experiment and the system was able to recover from
the series of link disconnections after around 1700 seconds. Additionally, Table 5.2
lists the latency observed for the three data-flows (columns) during the two loop
scenarios L1 and L2. This exposition of the very first performance metrics suggests
that the overlay configuration is more susceptible to high variations in the network
conditions, especially for scenarios with high frequency of link disconnections.

Next we consider the packet loss (in %) for the three IP data flows. Notice, that
broadcast and unicast has significantly higher loss (30% and 34% for L1 and 56% and
61% for L2) than the overlay (14% for L1 and 25% for L2) for both scenarios. This
might be logically explained by the fact that the dynamic routes expired during the
series of link disconnection. As mentioned before, this means that the IP routes are
deleted from the tactical system, thus not allowing the sender node to send packets
to the radio. This is one main advantage of deploying an overlay network to the
tactical system, since proactive neighbor discovery is capable of detecting the series
of link disconnections and topology changes.
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Figure 5.2 Latency(top), buffer(middle) and data rate(bottom) for two loops L1 and L2 [45]

Pattern Broadcast Unicast Overlay
Latency Max Latency Max Latency Max

L1 (Fig. 5.2a) 11.12 ± 31.5 415 7.56 ± 25.9 412 8.55 ± 41.6 634
L2 (Fig. 5.2b) 19.43 ± 89.9 910 12.86 ± 72.7 901 14.42 ± 94.9 1122

Table 5.2 Average latency for three data-flows (columns) over two loop scenarios [45]

In addition, Figure 5.3 shows the range of inter-packet latency observed during both
loop scenarios. These experimental results support the conclusion that the overlay
data-flows have significantly higher latency if the network conditions of the scenario
include slices with high frequency of link disconnections, as it is the case for L2.

5.2.2 Summary

Discussing performance metrics like data rate, buffer occupancy, inter-packet latency
and packet loss, we observed that the overlay is more susceptible to high variations
in the network conditions. But, even if the neighbour discovery of the overlay
configuration is restarted more frequently as the broadcast and unicast data-flows
are broken, deploying an overlay network has the advantage of proactive neighbor
discovery, which is capable of detecting series of link disconnections and topology
changes, thus reducing packet loss. For communication scenarios with high frequency
of link disconnections (scenario L2) we saw that the network conditions generated
by ModelB were able to break all three IP data-flows. In this scenarios, the over-
lay data-flows shows significantly higher latency, but for broadcast and unicast we
observed higher packet loss. We conclude, that ModelB is capable of creating ever-
changing network conditions that can be used to analyze the performance bounds
of tactical systems. But, creating these network conditions is linked to the prob-
lem of defining transformation functions that can “tame the randomness” of the
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(b) Loop scenario L2

Figure 5.3 Inter-packet latency at the receiver [45]

in-homogeneous Markov chain, which requires precise knowledge about the under-
lying stochastic model. Also, there is no mechanism to automate the experiment
generation process by including system feedback directly in the modeling process.
Keeping this limitations of ModelB in mind, we will discuss the results and benefits
of ModelB∗ and ModelA|B in the following sections.
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B̄0



0 1 2 3 4 5
0 .67 .33 0 0 0 0
1 .67 .33 0 0 0 0
2 .67 .33 0 0 0 0
3 .67 .33 0 0 0 0
4 .67 .33 0 0 0 0
5 .67 .33 0 0 0 0


B̄1



0 1 2 3 4 5
0 0 .67 .33 0 0 0
1 0 .67 .33 0 0 0
2 0 .67 .33 0 0 0
3 0 .67 .33 0 0 0
4 0 .67 .33 0 0 0
5 0 .67 .33 0 0 0


B̄2



0 1 2 3 4 5
0 0 .0002 .6698 .33 0 0
1 0 .0002 .6698 .33 0 0
2 0 .0002 .6698 .33 0 0
3 0 .0002 .6698 .33 0 0
4 0 .0002 .6698 .33 0 0
5 0 .0002 .6698 .33 0 0



B̄3



0 1 2 3 4 5
0 0 0 .1 .8995 .0005 0
1 0 0 .1 .8995 .0005 0
2 0 0 .1 .8995 .0005 0
3 0 0 .1 .8995 .0005 0
4 0 0 .1 .8995 .0005 0
5 0 0 .1 .8995 .0005 0
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B̄4



0 1 2 3 4 5
0 0 0 0 .1 .9 0
1 0 0 0 .1 .9 0
2 0 0 0 .1 .9 0
3 0 0 0 .1 .9 0
4 0 0 0 .1 .9 0
5 0 0 0 .1 .9 0
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B̄5



0 1 2 3 4 5
0 0 0 0 0 .1 .9
1 0 0 0 0 .1 .9
2 0 0 0 0 .1 .9
3 0 0 0 0 .1 .9
4 0 0 0 0 .1 .9
5 0 0 0 0 .1 .9



(5.1)

5.3 Experiments using ModelB∗

In this section, we discuss the results related to the multi-agent ModelB∗ . Remind
that the idea was to enhance ModelB to a model that can automatically generate a
set of experiments to learn a predefined target metric. In this thesis, the model was
deployed to learn the distribution of the TtR after unplanned link disconnections,
which represent the worst event in any communication scenario. To this end, we
instantiated the first agent to solve a MDP, thus creating the ever-changing network
conditions of communication scenarios including link disconnections varying from
60, 120, . . . to 300 seconds. We monitor the data captured from the different layers
of the tactical system during each experiment and perform different statistical tests
analyzing the EDF of the TtR. Then a second agent decides if the distribution TtR
converges in distribution, independently of the duration of the link disconnection.
As a result, ModelB defines a solution to Problem B by learning the TtR, which is a
metric describing the robustness of tactical systems for worst-case events (unplanned
link disconnections). The experiments discussed in this section use exemplary data
flows composed of Internet Control Message Protocol (ICMP) packets (∼300 Bytes)
that are send in a rate of 5 seconds using three different IPs in the network, namely
broadcast, unicast and overlay. In our laboratory environment (Figure 5.1), broad-
cast and unicast define the basic IP functionalities supported by our radios (PR4G
by Thales), and the overlay network was created using OLSRv2. We tested two
different configurations for the neighbor discovery (say interval of 45 and 15 seconds
for hello and topology control messages) of the overlay network. Therefore, the over-
lay network depends on broadcast to compile the network topology using proactive
neighbor discovery. This dependency is visible in the quantitative results discussed
in the following section.

5.3.1 Experimental results

Let us start the discussion with compiling some baseline results from an experi-
ment without link disconnections, as illustrated in Figure 5.4b. The experiment
was generated by sampling a sequence of data rates from the optimal policy v∗ =
[B̄1, B̄2, B̄3, B̄4, B̄5] defined using the probability distributions as shown in Figure 5.1.
Complementing, Figure 5.4a represents the latency observed during the experiment.
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Notice that higher link data rates resulted in clearly lower latency times, demon-
strated as the upper plot (Figure 5.4a) fluctuates a lot less as the data rate in the
plot below Figure 5.4b approaches best conditions (dark green, 9,6kbps). This sup-
ports the results in Section 5.2.1 from ModelB and shows that ModelB∗ can be used
to compile similar results as ModelB.
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Figure 5.4 Experiments without link disconnections

Under these conditions, we moved on creating experiments varying the link dis-
connection time using agent AMDP. Figure 5.5 illustrates the behaviour of agent
AMDP increasing the link disconnection time each time agent AH0 verified that the
distribution of the TtR met the null hypothesis locally. The first thing to be no-
ticed was that we need at least 60 seconds of link disconnection to guarantee that all
three IP data-flows are broken. Thus, we decided to create communication scenarios
including link disconnections varying from 60, 120, . . . to 300 seconds.

Figure 5.6 shows another scenario moving from best conditions (9.6kbps) to bad
conditions (0.6kbps) in between sequences of increasing link disconnections. In this
figure we plot the inter-packet latency (top plot) over the changes in the link data
rate (middle plot) and the TtR (bottom plot) as a function of time. As for the
simple scenario, only jumping between best and worst conditions (Figure 5.5), the
peak of latency occurs after the link disconnections verifying that unplanned link
disconnections are the worst-case event during the communication scenario. More-
over, we can observe that the overlay data flow needs a longer time to recover from
worst-case events than broadcast and unicast. In the following we will discuss how
to determine the minimum TtR for each of the IP data flows.

To this end, we initialized agent AMDP with a MDP whose optimal policy represents
a Markov chain jumping between best and worst conditions as shown in Figure 5.5.
We decided for this simple setup, since the minimum TtR should be discovered using
best conditions after each link connection, thus allowing the system to use maximum
capacity to recover from the broken link.
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Figure 5.5 Experiments varying the link disconnection time

Figure 5.7a shows a box-plot of the EDF of the TtR for broadcast/unicast, which
represents the baseline results for the discussion. For 60 seconds disconnections the
distribution of the TtR is defined by a function fluctuating around 220 seconds.
But, for longer disconnections, starting at 120 seconds, we see more variation in the
TtR, meaning that the distributions have a median between 200 and 400 seconds
and we also observe peak values close to 900 seconds. In addition, Figure 5.7b shows
an equivalent plot illustrating that the overlay adds an additional overhead to the
TtR, and it depends on the neighbor discovery parameters, such as hello interval
and topology control. We conclude this from the fact that we observe much higher
peak values of the TtR (around 1300 seconds) for the overlay network, while the
median of the EDF remains around 400 seconds.

As mentioned in Section 4.2.2.5, agent AH0 performs three different statistical tests
to verify if the null hypothesis can be accepted locally/globally within a confidence
interval of 95%. The results from these statistical tests for broadcast/unicast are
shown in Figure 5.7c and also listed in Table 5.3. We observe that for disconnections
greater than 60 and smaller than 300 seconds, the statistical tests return great
similarity. This is because we observe high p-values by pairwise comparing the EDF
of the TtR for the K-S test, meaning that the K-S test statistics are lower than the
confidence threshold, also highlighted green in Table 5.3. Moreover, the pairwise
normalized Wasserstein distance supports this result being lower or equal to 0.2.

Figure 5.7d shows mostly similar results for the EDFs of the TtR in the overlay
network illustrating that the distribution starts converging at comparison 2 of 120
and 180 seconds. This is indicated by the p-value and the statistics of the K-S test,
the first one being close to 1 and the second one being lower than the confidence
threshold. Comparing the distributions for a disconnection time of 180 to 240 sec-
onds the p-value reaches a value around 1.6%. In this case, the K-S test test suggests
to reject the null hypothesis indicating that the distributions are slightly different.
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Figure 5.6 Experiments with different link disconnection time [44]

IP data-flow Comparison KS-statistics Threshold p-Value Wasserstein distance
(normalized)

Broadcast/Unicast 1 0.53 0.29 0.0 1.0
2 0.14 0.25 0.57 0.0
3 0.18 0.22 0.17 0.0
4 0.23 0.24 0.14 0.0

Overlay 15s 1 0.69 0.32 0.0 1.0
2 0.11 0.29 0.92 0.0
3 0.27 0.24 0.016 0.11
4 0.21 0.24 0.82 0.2

Overlay 45s 1 0.40 0.35 0.01 0.77
2 0.31 0.36 0.2 0.16
3 0.14 0.41 0.89 0.0
4 0.31 0.41 0.2 0.08

Table 5.3 Results from the statistical tests for broadcast/unicast and overlay

But, the Wasserstein distance being around 0.11, as listed in Table 5.3 for overlay
15s, remains lower than 0.2 and since this test can also handle small perturbations
in probability distributions, this metric defines the most important metric for the
agent deciding that the distributions are similar. Moving from comparison 3 to 4
the situation relaxes, meaning that the CDF of TtR is still converging. As a result,
the second agent went to state 2 “overall distribution meets null hypothesis” and
stopped the experiment.
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Figure 5.7 Distribution of the TtR as function of the disconnection time [44]

5.3.2 Summary

In summary, we conclude that the multi-agent model ModelB∗ is capable of learning
the CDF of the TtR in worst-case scenarios (unplanned link disconnections). To
this end, the model automates the experiment generation process using two agents
and performs three statistical tests (Section 4.2.2.5) for each experiment to verify
that the null hypothesis can be accepted locally and globally, meaning that the
distribution for the TtR is similar and independent of the disconnection time. As a
result, we got a first performance metric measuring the robustness of TS for worst-
case events. Nevertheless, it remains an open issue how to adapt the model to learn
arbitrary performance metrics of TS during arbitrary communication scenarios, also
in such cases, where the performance metric previously may be unknown to the
human observer.

5.4 Experiments using ModelA|B

This section discusses experimental results of the stochastic uncertainty ModelA|B
(Section 4.3.2) observed during two end-to-end communication scenarios CL1 =
(N1,U1) and CL2 = (N2,U2), such that the network conditions are defined by the
loops N1 = L1 and N2 = L2. The user-data flows U1 = U2 are given by messages
composed by 1, 3, 9, 18 and 54 packets, and the sender packet rate was distributed
according to (0.05, 0.075, 0.1, 0.2, 0.5, 1, 2) packet/second. As well as for ModelB and
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C r(t) Number of packets per message
1 3 9 18 54

L∗
1 0% .69 (±.11) .33 (±.08) .04 (±.01) .00 (±.00) .00 (±.00)

L∗
2 .63 (±.09) .25 (±.05) .02 (±.00) .00 (±.00) .00 (±.00)

L1 0% .49 (±.11) .30 (±.08) .04 (±.01) .00 (±.00) .00 (±.00)
L2 .61 (±.09) .25 (±.05) .02 (±.00) .00 (±.00) .00 (±.00)

L1 100% .69 (±.12) .90 (±.17) .97 (±.21) .99 (±.24) .99 (±.26)
L2 .71 (±.11) .86 (±.14) .92 (±.18) .96 (±.20) .99 (±.22)

L1 200% .82 (±.12) .99 (±.14) .99 (±.16) .99 (±.16) .99 (±.16)
L2 .76 (±.11) .98 (±.14) .99 (±.15) .99 (±.15) .99 (±.16)

L1 500% .96 (±.10) .99 (±.12) 1.0 (±.12) 1.0 (±.13) 1.0 (±.13)
L2 .97 (±.10) .99 (±.11) 1.0 (±.12) 1.0 (±.12) 1.0 (±.13)

Table 5.4 Probability of message delivery (0.2 packet/second) [39].

ModelB∗ , we use the VHF network from the experimental setup shown in Figure 5.1.
In comparison to ModelB∗ , which focuses on the worst-case of unplanned link discon-
nections, ModelA|B can be used to measure and improve the robustness of tactical
systems for arbitrary communication scenarios. Even if the results discussed in this
section focus on two scenarios generated using ModelB, the model can be applied
for any other communication scenario, also generated by ModelB. The only require-
ment for applying ModelA|B is, that the model has access to the different layers of a
tactical system as illustrated earlier in Figure 3.1.

5.4.1 Experimental results

Both communication scenarios L1 and L2 include very low link data rates (i.e 0.6
and 1.2 kbps) and even link disconnections (0 kbps) resulting in packet loss. More
precisely, L1 (Figure 4.6a) represents a loop of 200 states updated every 10 seconds
and morphing a pattern distributed according to B4 into a pattern which is dis-
tributed according to B1 and back to B4. In comparison, Figure 4.6b shows the loop
L2, which is generated by replacing the pattern distributed by B1 by B̂0. Since B̂0
has a higher probability for link disconnections, the pattern shows higher frequency
of link disconnections in the middle of the communication scenario. As a result, we
observe increased packet loss of 54% for L2 compared to L1, where the loss is only
5%. We have chosen these two patterns because they concentrate the disconnections
in the middle of the experiment, meaning that we can see the system recovering after
the series of disconnections.

To evaluate the output of ModelA|B, we compare the probabilities p2 computed by
Algorithm 7 assuming that the ground truth p0 for the respective communication
scenario is known before with the probabilities p2 computed by using the ground
truth probabilities measured under stable system conditions. Thus, the first case
represents a baseline and will be used to demonstrate that Algorithm 7 can also
compute reliable output without any prior knowledge about the communication
scenario. The latter case represents a typical configuration if the model is deployed
to a tactical system, meaning that it has to react to the ever-changing network
conditions in time.
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Figure 5.8 Probability as function of the time window [39]

Table 5.4 illustrates the results for four levels of redundancy 0, 100, 200 and 500
% and for different maximum end-to-end delay |Tw| ∈ {1, . . . , 300}, assuming that
the packet sending rate is 0.2 packet/second. In this table, the star indicates that
L∗1 and L∗2 are the baseline results computed assuming that the ground truth p0 is
known. Notice that, for both computations of the probability of message delivery
p2 L

∗
1, L∗2 (lines 1 and 2 in the table) and L1 and L2 (lines 3 and 4 in the table)

without redundancy, r(t) = 0%, the probability of message delivery is about 60% for
messages with 1 packet and goes decreasing until 0% for messages with 18 or more
packets. If we start increasing the amount of redundancy to 100% , we observe that
adding redundancy can significantly increase the probability of message delivery for
both loop scenarios. For messages consisting of a single packet, we need up to 500%
of redundancy to guarantee reliable message delivery. For messages consisting of 3
or more packets, we see that even 100% redundancy can lead to satisfying results
(i.e. probabilities close to 1).

Figure 5.8 complements the results from this table by showing the probability for
message delivery as a function of different time windows Tw for six messages sizes,
namely 1, 3, 9, 18 and 54 packets per message. In this figure, there are two examples
representing 100% (left) and 200% (right) for L1 showing that the probabilities
converge with respect to the size of the maximum end-to-end delay |Tw|; also called
time window. This is an important result, because it yields to the assumption that
we can replace the parameter twmax by another parameter describing the convergence
rate of Algorithm 7.

5.4.2 Summary

The experimental results showed that ModelA|B is able to increase the probability of
message delivery in ever-changing communication scenarios significantly. Moreover,
the model only depends on the probabilities for the ground truth and can be applied
to arbitrary communication scenarios. As a result, ModelA|B can be used to mea-
sure and improve the robustness of tactical systems in ever-changing communication
scenarios generated by ModelB or ModelB∗ . But, we notice that for communication
scenarios with long periods of disconnections as L2, there is a higher demand of re-
dundancy. The reason is that the model is not capable of recognizing and adapting
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to the period of disconnection. In contrast, it fills the packet queues with redun-
dancy packets and attempts to solve the problem by duplicating enough packets to
overcome the packet loss in the middle of the scenario. As a result, the robustness
of the tactical systems in communication scenarios with long periods of disconnec-
tions can only be improved by adding a high amount of redundancy, which adds an
additional overhead to the system that is already fighting with low data rates and
high latency. In other words, the system is missing the ability to recognize periods
of link disconnections and to adapt to these scenarios by exploiting the knowledge of
the minimum TtR after link disconnections as discussed earlier in Section 4.2.2.4.
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6
Conclusion

This thesis introduced three stochastic models aiming to measure and finally improve
the robustness of TS by using cross-layer information gathered from the hierarchical
layers, which form the TS. The goal was to introduce a reproducible mechanism to
quantify if the TS can handle the user data flow given the circumstances arising
from ever-changing tactical situations and environmental conditions on the battle-
field (ever-changing network conditions). We started with the hypothesis that we
can develop a model quantizing the network conditions using a discrete set of states
representing the radio modulations supported by tactical radios, thus defining the
distribution of change in the link connection. This model was enhanced to a MDP
afterwards, allowing to introduce system feedback directly into the modeling pro-
cess. Moreover, the MDP was used to automate the experiment process by defining
a multi-agent system to measure the system robustness by computing the distri-
bution of the TtR after unplanned link disconnections. Finally, we introduced a
stochastic uncertainty model to improve the system robustness by proactively adding
redundancy, thus maximizing the probability of message/packet delivery using the
hierarchy of layers from modern TSs. The main idea was to estimate the optimum
redundancy level by solving an optimization problem to mitigate packet loss in com-
munication scenarios with link disconnections, therefore increasing the probability of
delivering messages. We evaluated the three models over a variety of different exper-
iments executed in a laboratory environment at Fraunhofer FKIE with real military
radios. The experimental results suggest that our stochastic model can compute
close to optimal parameters for a transport protocol using redundancy to overcome
packet loss during link disconnections, also avoiding data overhead from packet ac-
knowledgements and packet re-transmissions. Even if the models introduced in this
thesis are developed at the edge of TNs, but nevertheless they meet the requirements
of generalizability, such that they can be applied to arbitrary transport protocols
to proactively add redundancy to reduce the packet loss observed during radio link
disconnections.
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6.1 Publications

The publications related to the present thesis are as follows:

• Development of the stochastic uncertaintyModelA|B as referring to Section 4.3:

Loevenich, J. F., Lopes, R. R. F., Rettore, P. H., Eswarappa,
S. M., and Sevenich, P. Maximizing the probability of message deliv-
ery over ever-changing communication scenarios in tactical networks. IEEE
Networking Letter 3, 2 (June 2021), 84–88

• Development of the multi-agent ModelB∗ as referring to Section 4.2:

Lopes, R. R. F., Loevenich, J., Sergeev, A., Rettore, P. H., and
Sevenich, P. Quantifying the robustness to unplanned link disconnections
in tactical networks. In IEEE Conference on Military Communications (MIL-
COM) (San Diego, USA, Nov. 2021). (under review)

• Development of the stochastic ModelB as referring to Section 4.1:

Lopes, R. R. F., Loevenich, J. F., Rettore, P. H., Eswarappa, S. M.,
and Sevenich, P. Quantizing radio link data rates to create ever-changing
network conditions in tactical networks. IEEE Access 8 (September 2020),
188015–188035

• Development of a test platform to test military systems used to evaluate the
stochastic models (Section 5):

Rettore, P. H., Loevenich, J., Lopes, R. R. F., and Sevenich,
P. TNT: A tactical network test platform to evaluate military systems over
ever-changing scenarios. IEEE/ACM Trans. Netw. (Mar. 2021). pre-print,
doi:10.36227/techrxiv.14141501

Other parallel investigations with contributions from Mr. Loevenich during his in-
ternship as a master student at Fraunhofer FKIE:

• Balaraju, P. H., Rettore, P. H., Lopes, R. R. F., Eswarappa, S. M.,
and Loevenich, J. Dynamic adaptation of the user data flow to the changing
data rates in VHF networks: An exploratory study. In 11th IEEE International
Conference on Network of the Future (NoF) (Bordeaux, France, Oct 2020),
pp. 64–72

• Eswarappa, S. M., Rettore, P. H. L., Loevenich, J., Sevenich, P.,
and Lopes, R. R. F. Towards adaptive qos in sdn-enabled heterogeneous
tactical networks. In IEEE International Conference on Military Communi-
cation and Information Systems (ICMCIS) (2021), pp. 1–8

• Lopes, R. R. F., Rettore, P. H., Eswarappa, S. M., Loevenich, J.,
and Sevenich, P. Performance analysis of proactive neighbor discovery in a
heterogeneous tactical network. In IEEE International Conference on Military
Communication and Information Systems (ICMCIS) (2021), pp. 1–8
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• Rettore, P. H., von Rechenberg, M., Loevenich, J., Rigolin F.
Lopes, R., and Sevenich, P. A handover mechanism for Centralized/De-
centralized networks over disruptive scenarios. In MILCOM 2021 Track 2 -
Networking Protocols and Performance (MILCOM 2021 Track 2) (San Diego,
USA, nov 2021). (under review)

6.2 Future work

Recent literature reported intelligent systems learning to play games from scratch
without human supervision [73]. To this end, the intelligent system combines dif-
ferent learning strategies to discover the problem space and learn metrics that are
not known to the human developer before. Inspired by this approach, we think that
the multi-agent model introduced here can be extended to learn several performance
metrics without human intervention. The general idea to enhance ModelB∗ to such
a system will be to remove the target metric controlling the MDP and introduce
the TS parameters directly into the underlying Bellman equation of the stochastic
process by using physical equations. Then the goal of the multi-agent system will
be to find scenarios breaking the configuration of TS, thus defining the performance
bounds of the current configuration and to reestablish reliable communication by
optimizing the parameters of the respective stochastic optimization problem. The
resulting communication scenarios and performance metrics will then be stored in a
database accessible to the TS and can be used to find the optimal configuration in
online situations by comparing the current scenario (using the Wasserstein metric
4.2) to the knowledge defined by the scenarios in the database. Even if, this is a
very ambitious goal, which requires expert knowledge in learning strategies, physics,
and mathematics we think that this can be topic for a future Ph.D. thesis.
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